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Executive Summary

The FCC defines basic broadband internet connections as those that have an “information transfer rate” of at least 768 kbps in one direction (download or upload). The question of how to define “information transfer rate” (or download or upload “speed,” as used in more recent proceedings) is unresolved, and the FCC has inquired about whether to require “service providers to report actual measured speed, rather than the maximum possible speed, for each broadband connection.” This topic has been left as a matter for further comment.

Several definitions for “speed” are used informally within the broadband industry. One common definition uses the peak data rate available on a network resource shared by a community of subscribers. Another common definition is the maximum rate made available to an individual subscriber per the terms of his service agreement. Neither of these definitions necessarily reflects the sustainable rate that an individual subscriber will experience during the peak usage periods that occur on a daily basis.

In this paper, we examine the effect of different types of access network architectures on the peak versus sustainable speeds per subscriber. We find that the difference between the sustainable and peak data rates is much greater for architectures that use a shared channel in the “last mile” (nearest the consumer) than for architectures with dedicated resources in the “last mile.” 

We propose that “speed” be defined based on a sustainable data rate, that is, a rate that will be experienced by individual subscribers with at least 99% probability even during times of heavy usage. The rate should be calculated using agreed upon, transparent algorithms and parameters based on the analyses presented in this paper. This definition will promote consistency across disparate access network architectures and will help ensure that a connection meeting the definition of broadband supports a reliably sustainable minimum rate.

1 Introduction

In Form 477, which is used by the FCC to collect data from service providers on broadband internet access, the FCC defines basic broadband internet connections as those that have an “information transfer rate” of at least 768 kbps in one direction (download or upload) [1]. (Note that in the more recent rulemaking order (WC Docket No. 07-38 [FCC 08-89], released June 12, 2008), the terms “download speed” and “upload speed” are used in place of upload and download “information transfer rate.”) Also in the recent rulemaking, the FCC inquires about whether to require “service providers to report actual measured speed, rather than the maximum possible speed, for each broadband connection.”

While many factors affect the actual speed experienced by a particular Internet subscriber, the architecture of the access network can play a significant role in limiting the experienced speed relative to the maximum potential speed of the network. In this paper, we examine access network architectures and compare the peak (or potential) and sustainable speed (data rate) per subscriber at different utilization factors. We find that the difference between the sustainable and peak data rates is much greater for architectures that use a shared channel in the “last mile” (nearest the consumer) than for architectures with dedicated resources in the “last mile.” 
Shared channel access architectures include Hybrid Fiber-Coaxial (HFC, or Data Over Cable Service Interface Specifications (DOCSIS) based cable access), Time Division Multiplexed Passive Optical Networks (TDM-PON) such as Gigabit PON (GPON) and Ethernet PON (EPON), and most multiple access wireless media (WiFi, WiMAX, Evolution Data Only/High-Speed Downlink Packet Access (3G-EVDO/HSDPA), Long Term Evolution (LTE), etc.). Examples of non-shared access architectures include: Wireline TDM Access, Digital Subscriber Loop (DSL), Point-to-Point Fiber, Wavelength Division Multiplexed PON (WDM-PON) and point-to-point wireless/microwave. 
Three architectures are analyzed as representative for residential broadband access: DSL, HFC, and WiMAX. The analyses generate ranges of the sustained rates available to individual subscribers under different traffic loading conditions for each type of network. These ranges allow comparison of sustainable rates to both advertised maximum rates and to the peak rates shared by the network as a whole. Finally, a performance metric is proposed that provides a consistent definition of sustainable rate across all network types.
2 Factors affecting traffic loading
Traffic loading and usage characteristics for High Speed Internet Access (HSIA) have increased in recent years and that increase is expected to continue. Some factors that affect traffic are examined below.
2.1 Internet Video

Internet video is defined as video content which is accessed over the Internet via a subscriber’s HSIA service (as opposed to IPTV, which is sourced by a subscriber’s service provider as a service separate from HSIA). While the best known example of Internet video is probably YouTube, there are many different sources for Internet video, including broadcast and cable TV network web sites, social networking sites, movie delivery services, and educational web sites.

Internet video is widely considered to be the single largest factor in the growing requirement for bandwidth in broadband data services. Usage of the application has increased over 100% in the last two years [2] and is expected to triple by 2013 [3]. The growth of this application is changing traffic characteristics for HSIA in the following ways:
· It triggers a corresponding increase in raw volume. Current playout rates for Internet video range from 300 kbps to over 2 Mbps, for videos that may range from tens of seconds to hours in length.
· The playout rate is almost always tied to a near-real time requirement for content delivery. Subject to the size of the receive buffer, viewing a video file requires a data transfer rate at or above the playout rate, which must be sustained with little or no interruption for the duration of the video.
· The application is driving higher usage statistics. As people increasingly turn to Internet video instead of traditional sources for video entertainment, the percentage of subscribers who are actively using the service at a given time grows. Current estimates for the usage factor during peak usage hours are around 5%, with the figure expected to grow to about 15% [5].
The use of the internet for video streaming significantly increases the traffic load compared to classic web browsing. With the web browsing experience, the actual data transfer requirements are very intermittent – a new web page is accessed, followed by a pause in activity while the information on that page is processed (by the subscriber) before a new link is requested. As a result, the effective usage of the medium is much lower than simply the sum of the peak data rates of the total number of subscribers simultaneously browsing the internet at a given point in time. A ratio of 10-to-1 between the time spent on a given web page vs. the time spent accessing the next one is common with broadband access.
However, with video usage, the near-real-time playout characteristic of video means that all subscribers watching video at a given time are receiving data simultaneously. So while the number of subscribers simultaneously using the internet may triple from 5-15%, the effective usage can increase by ten times that, simply because of the streaming nature of the video. An example comparing download activity for the two applications [4] is shown in Figure 1.
2.2 Home networks
The increasing proliferation of home networks is driving a corresponding increase in both the number of total subscribers on a given network and the usage statistics per subscriber household. The first and most obvious result of this proliferation is that more subscribers in a household can be online simultaneously on different computers. In addition, there is a growing market for devices that allow Internet video to be played out on a television rather than a computer monitor [6, 7, 8]. As this market matures, it will reinforce the growth of Internet video by making the viewing experience more familiar, regardless of the source (e.g., families watching movies or TV episodes via Internet video rather than broadcast or cable). 
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Figure 1 – Download activity for Internet video vs. browsing
3 Access network architectures
Before jumping into an analytical comparison of system performance, it is useful to describe the characteristics of the different access architectures.
3.1 Digital Subscriber Loop
A DSL access network is an example of an access architecture where the last-mile channel (in this case, the DSL link) is dedicated to a single subscriber. The DSL access architecture comprises two or more stages between the Internet Service Provider’s (ISP) point of presence and the subscriber. They are:

1. The network
 between the ISP and the DSL Access Multiplexer (DSLAM), located either in the central office or in the loop plant. When the DSLAM is located in the Central Office (CO), the network-facing connection of today’s DSLAMs is generally a high speed data network operated by the access provider, with data rates at or above the Gigabit per second range.

2. The subscriber loop. The loop provides a dedicated connection to each subscriber from the DSLAM. 

A typical CO-based DSLAM is a modular unit that may be populated with different types of access cards. Connections to the data network usually include multiple Gigabit or higher rate links. On the subscriber side, the DSLAM may support 500 or more DSL links, either directly or through subtended DSLAMs as described below.

In many DSL networks, remote DSLAMs are deployed in the loop plant. This decreases the length of the loop between the subscriber and the DSLAM, which in turn enables higher data rates. These DSLAMs usually serve from 24 to 384 subscribers in a Distribution Area (DA).

If the subscriber is served by a subtended DSLAM, there will be a connection between the CO-based DSLAM and the subtended DSLAM. Many subtended DSLAMs are fed over fiber links at Gigabit rates. Smaller DSLAMs may be fed by multiple copper loops using loop bundling.

The network-facing DSLAM connections described above are shared resources, over which data from multiple subscribers share bandwidth. These are typically high speed resources, operating in the Gigabit per second and above range.

Each subscriber loop connection is a point-to-point link between the DSLAM and a single subscriber. All traffic transmitted across that loop is dedicated to the subscriber served by the loop. With currently-available commercial technology, achievable rates on the longest loops of a Carrier Serving Area (12,000 ft) are approximately 6 Mbps for download and approximately 1 Mbps for upload, with much higher rates attainable on shorter loops. When loops are served by a remote DSLAM dedicated to a single distribution area, the maximum loop length is typically less than 6000 feet, supporting download data rates of 15-25 Mbps per subscriber.
3.2 Hybrid Fiber-Coaxial
An HFC cable access network is an example of an access architecture where the last-mile channel is a shared resource. Data transmission on an HFC network uses the DOCSIS protocol. An HFC access network typically comprises three connections between the network’s point of connection to the Internet and the subscriber. They are:

1. The connection between the ISP and the Cable Modem Termination System (CMTS) at the cable network head end or a hub site. As in a DSL network, this is generally a high speed network with data rates at or above the Gigabit per second range.
2. The fiber connection between the CMTS and an Optical Node. The Optical Node performs a conversion between optical and electrical signals for download traffic, and the inverse conversion from electrical to optical signals for upload traffic. 
3. The coaxial network from the Optical Node to the pool of subscribers served by that node. Each coaxial network can serve up to 2000 subscribers in a tree and branch topology. In a modern network which includes data service, the coaxial network is typically sized on the order of 500 subscribers. 

The signal transmission format is the same in the fiber and coaxial portions of the HFC network. In the download direction, data is modulated as an RF signal in one or more channel bands and multiplexed with analog and digital video in their own channel bands. The download spectrum includes 52 MHz to 760 MHz (some systems extend this range to 860 or 1000 MHz) and is divided into 6 MHz channels. The majority of these 6 MHz channels are used for delivery of television signals, while several of the channels are used for data transmission by the CMTS and cable modems (CMs). Multiple subscribers share the same 6 MHz channel for data transmission.
  Within this channel, the download data RF signal is broadcast to all subscriber CMs, each of which decodes only the data intended for it.
Upload data, like download, is RF modulated and multiplexed into fixed channels. The upload spectrum includes 5 MHz to 42 MHz and, depending on the version of the DOCSIS in use, may be divided into channels of 6 MHz or smaller increments.
 Unlike the download path, the upload path must merge data from many different sources onto the shared transmission channel. This is generally accomplished using Time Division Multiple Access (TDMA), although some versions of DOCSIS specify Synchronous Code Division Multiple Access (S-CDMA) as an option.

Under DOCSIS 2.0, usable shared data rates are up to 38 Mbps per download channel and up to 27 Mbps per 6 MHz upload channel. A typical residential deployment allocates one or two download channels to data [9]. Issues such as noise funneling and RF noise ingress tend to impose practical limits on both upload channel bandwidth and transmission density, resulting in a total shared upload capacity in current systems on the order of 17.5 Mbps [5]. DOCSIS 3.0 adds the capability to bond data from multiple channels together to increase peak rates, although it does not increase the per-channel rate in either direction.
In addition to the shared channel limits, the rate realized by the subscriber may be limited by the data rate that can be sustained by a single cable modem. This is much more likely to be a limit in the download than the upload direction.

3.3 Broadband Wireless Access
Broadband wireless access (BWA) is another example of shared last-mile access. With broadband wireless access, a number of subscribers share a wireless spectrum allocation, using a multiple access protocol to share the channel. While a number of BWA deployments have made use of either WiFi (IEEE 802.11b/g) or proprietary technologies, many wireless deployments going forward are based on WiMAX.
 WiMAX specifies a set of profiles for wireless transmission based on IEEE 802.16e‑2005
 and related standards. While the IEEE standards define a large set of options, the profiles defined by WiMAX specify a subset of features that compliant systems must implement to ensure interoperability.
A WiMAX-based access network comprises at least two connections between the network’s point of connection to the Internet and the subscriber. They are:

1. The network between the ISP and the WiMAX base stations. This network includes a high speed connection to the ISP and backhaul connections to the base stations. Some backhaul connections are wireless, using a point-to-point WiMAX connection. Others use fiber, DSL, or any of a number of other connection technologies.

2. The wireless network between the base station and the subscribers. 

The details of the shared channel vary by region. A notable deployment of WiMAX in the US is using the Broadband Radio Service (BRS) spectrum at 2.5-2.7 GHz. While multiple channel bandwidths are allowed in the 802.16e standard, the use of 5 MHz or 10 MHz channel bandwidths is common. WiMAX profiles for fixed broadband deployments allow either Time or Frequency Domain Duplexing (TDD or FDD). Current profiles for mobile deployments (which can also support fixed subscribers) specify only TDD, and even most fixed deployments use TDD. Since TDD uses the same channel for upload and download transmission and spends part of each time slot transmitting in each direction, the effective shared rate in either direction is reduced by the proportion of the time spent transmitting in the other direction and the guard time required while switching directions. While the theoretical maximum shared rate on a 10 MHz channel can approach 50 Mbps, the payload rate (split between upload and download) after subtracting PHY and MAC layer overhead is about 38 Mbps. Only subscribers closest to the base station will see that performance, with the shared rate decreasing with distance and obstructions between the transmitter and receiver. Note that because the channel is shared, the available bandwidth of the shared channel is effectively reduced to the average rate achievable by the active subscribers. This may be considerably lower than the peak rate available to subscribers near the base station.
WiMAX TDD transmission uses Orthogonal Frequency Division Multiple Access (OFDMA) organized in 5 msec radio frames. OFDMA allows upload and download data from different subscribers to be multiplexed in both the time and frequency domains. Resource allocation is defined on a per-frame basis using MAP fields, which have a variable length component that increases with the number of subscribers being scheduled [10].
WiMAX deployments may be either range limited or capacity limited. Deployments in rural areas are more likely to be range limited, with widely spaced base stations and relatively few subscribers per sector. In this scenario, the sustainable rate for a subscriber may be defined as much by the signal loss between the Customer Premise Equipment (CPE) and the base station as it is by how many subscribers are trying to share the channel.
Deployments in urban areas are more likely to be capacity limited, with closer spacing of base stations, multiple sectors per base station, and many subscribers per sector. In this scenario, a much higher percentage of CPEs can communicate with the base station at the highest shared rates, but subscribers must contend for upload and download bandwidth in much the same way as HFC-based subscribers.
As with HFC, in addition to the shared channel bandwidth limits, there may also be limits to the data rate that a single subscriber terminal can sustain.

3.4 Rate caps

HSIA services are typically sold by service providers in multiple tiers, each with a maximum rate that is capped by the provider. This is true across all network architectures. Rate caps allow marketing of different levels of service, and also bound the variation in throughput experienced by a customer. Residential HSIA is usually offered on a non-guaranteed basis, with the service advertised as “up to” the maximum rate. While the standards for “truth in advertising” vary from locale to locale, the general rule of thumb for broadband “up to” rates is that “there must be at least one subscriber that can achieve this rate under some usage condition.” Usually that condition is when that subscriber is the only one using the network.
An informal sampling shows the following “up to” rates offered for HSIA services:

· DSL in the 768 kbps to 20 Mbps range,
· Cable in the 256 kbps to 20 Mbps range, and

· Wireless in the 256 kbps to 8 Mbps range.

4 Performance
Expected rate performance for individual subscribers under multiple traffic loading conditions is presented below for each of the three network architectures discussed.

4.1 Analysis methodology

In any network with shared resources that experience contention, the sustainable rate for an individual subscriber may vary based on the momentary traffic load. The load is a result of a number of variables, including: the number of subscribers active at a given time; the data being accessed by each subscriber; the applications and communications protocols being used; and other factors. 
The first factor considered is the number of subscribers active at a given instant in time. Two usage scenarios will be considered, with both scenarios representing residential usage during the busiest hours of the day. The first scenario uses 5% as the mean ratio of active subscribers to total subscribers, and represents usage patterns as they currently exist. The second scenario uses 15% for the same parameter, and represents the expected increase in usage driven by growth in Internet video as described in section 2.1.

If one assumes that the probability of any subscriber being active at a given instant is equally likely, then the number of subscribers active at an instant in time can be modeled using a binomial distribution. The distributions for means of 5% and 15% with a population of 500 subscribers are shown in Figure 2. Note that at a 5% mean rate, it is extremely rare to have fewer than 10 active subscribers (2% of the total) – and even at a 15% mean rate, it is equally rare to have more than 100 active subscribers (20% of the total). These observations can be generalized to subscriber population values designed into most practical access network deployments – that is, during typical peak usage hours, the number of active subscribers will vary but it will rarely approach either one (at the low end) or a majority of the population (at the high end).

The access rate available to an individual subscriber at a given time is limited by the lowest rate available at any stage in the access network chain. For a dedicated resource, the rate for that stage is a fixed value. For a shared resource, the rate allocated to an individual is modeled by the shared rate
 divided by the number of active subscribers. This model does not attempt to represent the limit behavior of the system (for instance, it ignores the peak values at which individual rates may be capped), but it does represent the system as long as the application and protocol used by each active subscriber is taking all the bandwidth available to it. This will normally be the case for TCP, which is used by most HSIA applications, including nearly all Internet video.
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Figure 2 – Probability distribution, number of active subscribers 

Given the above model which relates sustainable rate to the number of active subscribers, we can plot the range of expected rates (on the X axis) against the cumulative probability distribution of active subscribers (on the Y axis) to generate the probability that those rates will be available to an individual subscriber for a given set of conditions. An example is shown in Figure 3. In the example, a shared resource of 100 Mbps is shared by a pool of 500 subscribers with 5% mean usage. The highlighted point is at 4 Mbps (100 Mbps / 25) on the X axis. The probability that an individual subscriber will be able to achieve this rate is equal to the cumulative probability of up to 25 subscribers being active (55%). In this example, an individual subscriber will have access to 2.5 Mbps with near certainty, but will rarely achieve more than 8 Mbps.
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Figure 3 – Example of rate vs. availability
4.2 DSL performance

Three DSL network configurations are analyzed. The first represents a typical ADSL network designed to CSA parameters, with DSL loop rates configured to 6 Mbps download and 1 Mbps upload. Five 96-port remote DSLAMs, serving a total of 480 subscribers, are located in the loop plant and fed by 1 Gbps fiber uplinks to the CO-based DSLAM. The CO-based DSLAM supplies fiber to each subtended DSLAM and also directly serves an additional 20 subscribers located near the CO, bringing the total number of subscribers served to 500. The northbound network connection for the CO-based DSLAM is 1 Gbps.
The second configuration represents a VDSL deployment. The network topology is the same, but the DSL loop rates are now configured to 20 Mbps download and 4 Mbps upload. 
The third configuration modifies the VDSL deployment by adding a second Gigabit link to the northbound CO interface, for a total capacity of 2 Gbps.
The relevant parameters and equations for each network configuration are shown in Table 1.

Table 1 – DSL parameters and rate modeling equations

	Network
	Direction
	Connection
	Resource type
	Peak Rate
	Individual Rate
	Notes

	ADSL
	Both
	ISP to CO
	Shared (500)
	1 Gbps
	1x109 / #subscribers
	

	
	Both
	CO to subtended DSLAM
	Shared (96)
	1 Gbps
	1x109 / #subscribers
	1

	
	Down
	DSLAM to subscriber
	Dedicated
	6 Mbps 
	6 Mbps 
	

	
	Up
	Subscriber to DSLAM
	Dedicated
	1 Mbps 
	1 Mbps 
	2

	VDSL A
	Both
	ISP to CO
	Shared (500)
	1 Gbps
	1x109 / #subscribers
	

	
	Both
	CO to subtended DSLAM
	Shared (96)
	1 Gbps
	1x109 / #subscribers
	

	
	Down
	DSLAM to subscriber
	Dedicated
	20 Mbps 
	20 Mbps 
	

	
	Up
	Subscriber to DSLAM
	Dedicated
	4 Mbps 
	4 Mbps 
	

	VDSL B
	Both
	ISP to CO
	Shared (500)
	2 Gbps
	1x109 / #subscribers
	

	
	Both
	CO to subtended DSLAM
	Shared (96)
	1 Gbps
	1x109 / #subscribers
	

	
	Down
	DSLAM to subscriber
	Dedicated
	20 Mbps 
	20 Mbps 
	

	
	Up
	Subscriber to DSLAM
	Dedicated
	4 Mbps 
	4 Mbps 
	


Notes for Table 1:

1. The bandwidth of the CO-to-subtended-DSLAM link is greater than either the download or upload loop rates times the maximum number of subscribers supported by the link. This link is never a limiting factor for the ADSL configuration.

2. The upload DSL rate is lower than either of the other stages divided by the maximum number of subscribers. This link rate is always the limiting factor for the ADSL configuration.

The performance of the DSL configurations at a mean usage rate of 5% is shown in Figure 4. With these parameters, the performance of all three configurations is virtually unaffected by the shared connections. This is unsurprising, given that at the 5% mean usage rate there are rarely more than 40 subscribers active at a time, so even at a 20 Mbps download loop rate the aggregate bandwidth used rarely gets above 800 Mbps.
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Figure 4 – DSL performance at 5% usage

The performance of the DSL configurations at a mean usage rate of 15% is shown in Figure 5. With these parameters, the limitation imposed by the 1 Gbps shared network connection is apparent in the “VDSL A” configuration. Upgrading the network connection to 2 Gbps, as in the “VSDL B” configuration, restores the performance.
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Figure 5 – DSL performance at 15% usage
4.3 HFC performance

Two HFC network configurations are analyzed. The first network serves 500 customers off a single Optical Node, with two RF channels allocated to download data. DOCSIS 3.0 channel bonding is enabled for a shared download rate of 76 Mbps. The shared upload rate is 17.5 Mbps.

The second network is representative of likely system design upgrades to relieve data bandwidth pressure placed on networks with increasing traffic loads. A second Optical Node is added, splitting the network so that each shared resource now serves only 250 subscribers. Two additional download channels are converted from video to data, which with channel bonding brings the total shared rate to 152 Mbps. The smaller split in the cable plant allows better performance in the upload direction, improving the shared rate to 35 Mbps [5].
In both network configurations, the network-to-CMTS connection allocates 1 Gbps per 500 subscribers. The upload bandwidth lost to the TDMA multiple access protocol is ignored for the purposes of this analysis, so these numbers may be slightly higher than actual rate available. The relevant parameters and equations for each configuration are shown in Table 2.

Table 2 – HFC parameters and rate modeling equations

	Network
	Direction
	Connection
	Resource type
	Peak Rate
	Individual Rate
	Notes

	HFC A
	Both
	ISP to CMTS
	Shared (500)
	1 Gbps
	1x109 / #subscribers
	1

	
	Down
	CMTS to 
subscriber
	Shared (500)
	76 Mbps
	76x106 / #subscribers
	

	
	Up
	Subscriber
to CMTS
	Shared (500)
	17.5 Mbps
	17.5x106 / #subscribers
	

	HFC B
	Both
	ISP to CMTS
	Shared (500)
	1 Gbps
	1x109 / #subscribers
	1

	
	Down
	CMTS to 
subscriber
	Shared (250)
	152 Mbps
	152x106 / #subscribers
	

	
	Up
	Subscriber
to CMTS
	Shared (250)
	35 Mbps
	35x106 / #subscribers
	


Notes for Table 2:
1. The bandwidth of the ISP-to-CMTS link is greater than either the download or upload peak rates supported by the rest of the network. This link is never a limiting factor.

The performance of the HFC configurations at a mean usage rate of 5% is shown in Figure 6. The median download and upload rates for the “HFC A” configuration are approximately 3.1 Mbps and 0.7 Mbps, respectively. As a “sanity check,” the shared rates divided by the median number of subscribers is about the same value. The curves showing performance for “HFC B” pass the same “sanity check.”
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Figure 6 – HFC performance at 5% usage
Figure 7 shows the same results as Figure 6, but for an average active subscriber rate of 15%. In both figures, the effect of the design upgrades associated with the “HFC B” configuration are significant, showing about a 4:1 increase in the sustainable rate in each direction. 
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Figure 7 – HFC performance at 15% usage
The upload and download rate ranges experienced in each configuration are shown in Table 3 along with the shared rates for each configuration.

Table 3 – Rate ranges for HFC configurations

	Configuration and direction
	Mean usage
	Rate @ availability
	Shared rate

	
	
	99%
	50%
	1%
	

	HFC A
download
	5%
	2.1 Mbps
	3.1 Mbps
	5.5 Mbps
	76 Mbps

	
	15%
	0.81 Mbps
	1.0 Mbps
	1.3 Mbps
	76 Mbps

	HFC A
upload
	5%
	0.48 Mbps
	0.72 Mbps
	1.3 Mbps
	17.5 Mbps

	
	15%
	0.19 Mbps
	0.23 Mbps
	0.31 Mbps
	17.5 Mbps

	HFC B
download
	5%
	7.3 Mbps
	12.7 Mbps
	31 Mbps
	152 Mbps

	
	15%
	3.0 Mbps
	4.1 Mbps
	6.2 Mbps
	152 Mbps

	HFC B
upload
	5%
	1.7 Mbps
	3.0 Mbps
	7.5 Mbps
	35 Mbps

	
	15%
	0.69 Mbps
	0.95 Mbps
	1.4 Mbps
	35 Mbps


4.4 Wireless performance

Analyzing expected performance for a WiMAX deployment is more complex than for either DSL or HFC, because there are more variables. Since the transmission medium is wireless, there is no physical infrastructure to define the number of subscribers served by a given base station or sector. Each access provider determines the design parameters for their network based on population density, expected take rate, licensed spectrum, topology of the area to be served, and many other factors. 
As noted before, some networks will be range limited while others will be capacity limited. In both types of networks, some CPEs will experience better signal path characteristics (and hence better overall rate performance) than others – this will be true to the largest degree in range limited networks, but because of signal degradation due to obstructions it is a significant factor in urban capacity limited networks as well.
Finally, shared bandwidth in each direction in a TDD network is dependent on the upload vs. download split of the traffic. This parameter is dynamic, changing on a frame-by frame basis.
The analysis below makes no attempt to account for variation in either the modulation rate (which varies with distance and obstructions in the signal path) or the upload/download traffic split. While modulation rate will vary from subscriber to subscriber, it will be relatively stable for an individual stationary subscriber. The analysis uses the maximum possible modulation rate and readers should understand that the shared rate and individual rates will both get progressively lower as subscriber distance from the base station increases.

While actual variation in the upload/download split is both dynamic and significant, its distribution is based on traffic patterns that are beyond the scope of this analysis. Instead, a fixed split of approximately 80% download and 20% upload traffic is modeled. The overhead required to schedule the traffic from different subscribers in both directions is modeled, including its variable component.
Two models are analyzed, one with a population of 200 subscribers per sector and a second with a population of 100 subscribers per sector. Both models assume a fixed rate of 49.4 Mbps, including overhead and guard band, and shared between the upload and download directions. MAP overhead is estimated based on the number of subscribers being scheduled, and subtracted along with other fixed overhead before allocating an integer number of symbols to download and upload traffic.
The backhaul from the base stations is not included in the analysis. Instead, it is assumed that the backhaul rate will be sufficient to handle the shared bandwidth from the base station, as was the case for the analogous link in the HFC networks. 

Parameters and equations for the WiMAX model are shown in Table 4.

Table 4 – WiMAX parameters and rate modeling equations

	Parameter
	Description
	Notes

	Shared rate including overhead
	Rshared = 49.4 Mbps
	64QAM, 5/6 CTC, 10 MHZ channel

	Overhead symbols per frame
	OH = Round[5 + (3.4 + 0.5 * #subscribers)] 
	

	Download symbols per frame
	DS = Round[0.8 * (48 – OH)] 
	80% download

	Upload symbols per frame
	US = 48 – OH – DS
	20% upload

	Download individual rate
	RD = Rshared * DS / 48 / #subscribers
	

	Upload individual rate
	RU = Rshared * US / 48 / #subscribers
	


The WiMAX performance at mean usage of 5% is shown in Figure 8. The median download and upload rates are approximately 3.1 Mbps and 0.7 Mbps respectively for a subscriber pool of 200, and 7.1 Mbps and 1.9 Mbps respectively for a subscriber pool of 100. For 15% usage (shown in Figure 9), the median values for the subscriber poll of 200 are 0.7 Mbps for download and 0.17 Mbps for upload. For the subscriber pool of 100, the median values improve to 1.9 Mbps for download and 0.5 Mbps for upload.
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Figure 8 – WiMAX performance at 5% usage
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Figure 9 – WiMAX performance at 15% usage
The upload and download rate ranges experienced in each configuration are shown in Table 3 along with the shared rates for each configuration.

Table 5 – Rate ranges for WiMAX configurations

	Configuration and direction
	Mean usage
	Rate @ availability
	Shared rate

	
	
	99%
	50%
	1%
	

	200 subscribers
download
	5%
	1.5 Mbps
	3.1 Mbps
	10.2 Mbps
	49 Mbps

	
	15%
	0.37 Mbps
	0.7 Mbps
	1.4 Mbps
	49 Mbps

	200 subscribers
upload
	5%
	0.36 Mbps
	0.7 Mbps
	2.7 Mbps
	49 Mbps

	
	15%
	0.10 Mbps
	0.17 Mbps
	0.34 Mbps
	49 Mbps

	100 subscribers
download
	5%
	2.9 Mbps
	7.1 Mbps
	32 Mbps
	49 Mbps

	
	15%
	0.97 Mbps
	1.9 Mbps
	4.3 Mbps
	49 Mbps

	100 subscribers
upload
	5%
	0.72 Mbps
	1.9 Mbps
	8.2 Mbps
	49 Mbps

	
	15%
	0.27 Mbps
	0.5 Mbps
	1.0 Mbps
	49 Mbps


4.5 Performance metric
The results shown in this section demonstrate wide variation in many of the rates experienced by individual subscribers. In many cases, that variation results from a combination of design factors and momentary traffic loading. This variation can make definition of “rate” problematic, since there will be no single “rate.”
To allow comparison across all architectures, a consistent definition for “rate” is required. In order for the definition to be meaningful in terms of the value provided to subscribers, it should reflect a rate that is sustainable a large majority of the time under busy hour usage conditions. The rate shared by the network is clearly not appropriate, as even without rate caps that rate is virtually never seen during heavy usage. Maximum rate caps as applied to tiered service offerings are also of little value as they are arbitrary limits that may not reflect the sustained performance under load.

We propose that the definition be based on the rate that can be sustained by a subscriber with a probability of 99% during expected periods of heavy usage. The “99% sustainable rate metric” should be calculated using agreed upon, transparent algorithms and parameters (including mean utilization), such as those used herein. 
When the rate metric is applied to the networks architectures and configurations analyzed above, the magnitude of the potential difference between a peak rate in a shared resource and the reliably sustainable rate under load becomes apparent. The values from the above analyses are consolidated in Table 6. Each row in the table shows the sustainable rate using the 99% metric for the usage conditions analyzed, along with the peak rate in the “last mile.” The “last mile” rate is dedicated per subscriber for the DSL cases and shared among all subscribers in the HFC and WiMAX cases.
Table 6 – 99% sustainable rate metric applied to test cases

	Network / configuration
	Download Mbps
	Upload Mbps

	
	5% usage
	15% usage
	Peak
	5% usage
	15% usage
	Peak

	ADSL
	6 
	6
	6
	1
	1
	1

	VDSL A
	20
	10.5
	20
	4
	4
	4

	VDSL B
	20
	20
	20
	4
	4
	4

	HFC A
	2.1
	0.81
	76*
	0.48
	0.19
	17.5*

	HFC B
	7.3
	3.0
	152*
	1.7
	0.69
	35*

	WiMAX 200 
	1.5
	0.37
	49*
	0.36
	0.10
	49*

	WiMAX 100
	2.9
	0.97
	49*
	0.72
	0.27
	49*


* Peak rate shared by multiple subscribers
Table 7 shows the usability factor, defined as the 99% sustainable data rate divided by the peak data rate for each technology and usage level. It is readily apparent from the table that the shared channel access architectures (e.g. HFC, Wireless) can have a much lower usability factor than dedicated channel access architectures, such as DSL. Because of this large difference, it is important that the definition of speed or data rate for defining broadband take into account the speeds realized in a network under realistic usage conditions.
Table 7 – Usability factor for test cases
	Network / configuration
	Download Usability Factor
	Upload Usability Factor

	
	5% usage
	15% usage
	5% usage
	15% usage

	ADSL
	1.000
	1.000
	1.000
	1.000

	VDSL A
	1.000
	0.525
	1.000
	1.000

	VDSL B
	1.000
	1.000
	1.000
	1.000

	HFC A
	0.028
	0.011
	0.027
	0.011

	HFC B
	0.048
	0.020
	0.049
	0.020

	WiMAX 200 
	0.031
	0.008
	0.007
	0.002

	WiMAX 100
	0.059
	0.020
	0.015
	0.006


5 Conclusions

Three different types of access network architectures are described and analyzed: DSL, HFC and WiMAX access networks. A DSL-based architecture combines dedicated resources in the last mile with shared resources in the aggregation portion of the network. An HFC network shares a fixed aggregate data rate in each direction across the network, out to the cable modems at the subscriber premises.  A WiMAX network shares wireless bandwidth out to the subscriber in each direction, and adds additional sources of variation with regard to the maximum rate available to each subscriber and the momentary up/down split in the traffic as it is allocated by TDD.
The analyses presented indicate that the access network architecture is a significant factor in determining the overall rate behavior as experienced by individual subscribers. Particularly in architectures which use shared resources in the last mile, the sustainable rate may vary widely with the momentary overall traffic load. Even if it was not limited by a maximum rate cap defined by the purchased service tier, the sustainable rate would rarely if ever approach the peak rate shared by the network during busy usage periods.
In order to provide a consistent means of defining sustainable rates across different types of networks, a performance metric is proposed. This metric provides the subscriber with a rate that is sustainable with a high degree of probability over the full range of traffic conditions encountered under normal circumstances. 
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� This was left as a matter for further comment.


� In the architecture descriptions, and in the analyses which follow, we will neglect core network equipment such as core and edge routers since these points are independent of congestion in the access network architecture.


� DOCSIS 3.0 allows several of the 6 MHz channels to be inverse multiplexed (or bonded) into a ‘super’ channel, which allows higher peak rates per subscriber. However, if the number of 6 MHz channels allocated to serve a given number of subscribers does not change, the average rate per subscriber is unaffected by the channel bonding.


� DOCSIS 3.0 adds an option to increase the high end of the upstream band from 42 to 85 MHz. When this option is used, the low end of the download band moves from 52 to 108 MHz. However, this requires a frequency band-plan change for all services, eliminating television channels 2-5.


� Carriers have also announced plans to use the next evolution of the 3GPP mobile wireless protocols known as LTE (Long Term Evolution) for broadband access. Although the specific analysis was based on WiMAX, the basic analysis presented here is extendable to most multiple access wireless protocols.


� While WiMAX implementations based on 802.16e-2005 are popularly known as “mobile WiMAX,” and most deployments are targeting mobility, both the technology and the deployments serve fixed broadband purposes as well.


� This model assumes that the shared rate is fixed. Wireless networks, in which the shared rate may vary, are addressed later.


� Pre-stored video files such as those found on YouTube and on network web sites are delivered via either Flash or proprietary applications riding over TCP. Surprisingly, even live video feeds such as those from CNN or Fox News are delivered over TCP in most cases.





2
Peak vs. Sustained Data Rates in Network Access Architectures


Peak vs. Sustained Data Rates in Network Access Architectures
13

