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Technological innovation, particularly in information  
technology (IT), is at the heart of America’s growing eco-
nomic prosperity. Crafting effective policies that boost in-

novation and encourage the widespread “digitization” of the economy 
is critical to ensuring robust economic growth and a higher standard 
of living. Perhaps the biggest barrier to more rapid progress toward a 
digitally enabled society is the fear by some people that this will entail 
a loss of privacy. Although IT is leading to vastly increased conve-
nience, choice, and empowerment for individuals, some advocates see 
an IT-enabled world as a dystopia where our actions will be tracked 
by corporate or government leviathans. In this view, IT is stripping us 
of our privacy and exposing our intimate lives to anyone who wants 
to see them. As such, they argue that it is up to government not only 
to severely limit data collection and flows, but also to limit the very 
technology itself.1

Privacy concerns associated with IT must 
be taken seriously, but it is important to 
keep a sense of perspective. Historically, 
major new technologies have prompted 
what in hindsight were overblown priva-
cy fears. To cite an example, some people 
objected to easy-to-use cameras, fear-
ing that individuals’ activities would no 
longer be “private’ when walking down 
the street.2 Or to cite another example, 
when transistors were first developed, 
there was a short-lived privacy scare that 
everyone would be able to be snooped 
on using small electronic “bugs.” In fact, 
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Data Privacy Principles for 
Spurring Innovation

Life Magazine had a headline on it “In-
sidious Invasions of Privacy” and Con-
gress even went so far as to hold hear-
ings on the matter.3 Of course, all this 
fuss was much ado about very little.

Society has always learned to manage 
the so-called threats in large part be-
cause of the fact that many—but cer-
tainly not all—of the concerns raised 
by privacy activists are hypothetical and 
speculative.4 Given the large amount 
of information in digital format today, 
it is worth asking how much harm has 
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been done to date. Notwithstanding all the fear and 
gloom from privacy activists, there simply have not 
been widespread privacy violations caused by existing 
privacy laws and regulations. Moreover, the debate on 
privacy to date has been driven largely by privacy fun-
damentalists (i.e., those individuals who value personal 
privacy above all other values) that advocate protecting 
individual privacy above all else, no matter the costs or 
consequences. However, as with most issues, policy-
makers should take a balanced approach that considers 
both the needs of individuals and the impact on soci-
ety, rather than focusing exclusively on the demands of 
individuals that come at the expense of the collective 
good.

Considered in this light, the answer to many technol-
ogy-related privacy risks is not to ban IT applications 
entirely or to enact stringent regulations that limits 
beneficial uses of data, as some privacy advocates pro-
pose, but rather to ensure that the appropriate rules 
and practices governing privacy and civil liberties are 
in place and enforced. With this in mind, ITIF recom-
mends that policymakers adhere to the following prin-
ciples when crafting government regulations on data 
handling and use:

 Reduce roadblocks that impair the flow of data

 Foster consumer choice

 �Protect individuals from harm (rather than try 
in vain to lock up all potentially harmful data)

 Implement strong protections for civil liberties

Reduce roadblocks that impair the flow of 
data
Countless examples abound of how sharing informa-
tion provides many useful benefits to individuals and 
society from more informed consumers to a more po-
litically engaged society. The private sector continues 
to find innovative ways to unlock the hidden value of 
data to create value for consumers and society. Social 
media tools in particular are an important example 
of useful data sharing. Consumers have enthusiasti-
cally embraced online tools for sharing information 
with social networking websites like Facebook report-
ing over 400 million active users worldwide. Political 
leaders use social networking tools to communicate  

directly with the public. For example, President Barack 
Obama has over 8.6 million fans on Facebook and for-
mer Governor Sarah Palin has over 1.6 million fans.5  
Consumers share photos on websites like Flickr, vid-
eos on sites like YouTube, and opinions and reviews on 
sites like Yelp. The Wikimedia Foundation hosts vari-
ous information sharing projects such as Wikipedia, a 
user-created online encyclopedia, and Wikiversity, an 
online community for sharing free learning resources. 
Overall data sharing has created a more useful and in-
teresting experience for Internet users. 

Unfortunately, many privacy activists do not just want 
to set the privacy rules just for themselves, they want 
to set them for everyone else. Evidence of this can be 
seen in the recent debate about the privacy settings for 
Facebook where privacy fundamentalists did not just 
simply opt not to use the service, instead they advo-
cated for laws to impose their standard of privacy on all 
users. For example, Danah Boyd a fellow at Harvard’s 
Berkman Center for Internet and Society, claimed that 
Facebook is a utility and should be regulated like one.6 
Others, such as Chris Conley at the American Civil 
Liberties Union (ACLU) stated “People are not neces-
sarily thinking about how long this information will 
stick around, or how it could be used and exploited by 
marketer.”7 This type of paternalistic view of Internet 
users is at the heart of arguments in favor of govern-
ment regulation to protect consumers from them-
selves. 

Such paternalism might be justified if it did not come 
with significant costs. Many of these proposed regula-
tions either limit useful types of data sharing or impose 
unnecessary costs on consumers.8 For example, restric-
tion on sharing information with third parties would 
limit the ability of organizations to integrate their 
services with other providers. Organizations would 
find it more difficult to partner with outside entities 
to create a combined service. Mash-ups—remixing 
data across multiple external service providers—are 
one of the hallmarks of the Web 2.0. For example,  
Microsoft Hohm allows users to monitor, compare and 
share their home’s energy usage. Google offers an ap-
plication programming interface (API) which allows 
developers to create their own custom map. This has 
resulted in many interesting mash-ups. USA Today has 
used the API to map all of the home foreclosures in 
Denver since 2006, while websites such as WikiCrimes 
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provide mash-ups of user-submitted crime reports, and 
Virginia Tech’s eCorridors application constructs maps 
of broadband coverage and speeds from user-submit-
ted data. The more significant risk for most consumers 
is not a loss of privacy, but the loss of free Internet con-
tent and services as a result of overly restrictive privacy 
regulations.

Policymakers should recognize that consumer privacy 
should not come at the expense of beneficial uses of 
individual data. Both for-profit and non-profit organi-
zations collect, share and use individual data routinely 
to provide important services. Organizations routinely 
purchase contact lists from companies like Hoover’s to 
find sales prospects and media contacts. Websites like 
Trulia and Zillow use public databases to collect and 
share home prices and property tax information. Non-
profits and politicians routinely purchase data for out-
reach and fundraising. Organizations promoting gov-
ernment openness use personal data to provide online 
tools to foster transparency and public accountabil-
ity. For example, websites like OpenSecrets.org track 
money in politics and the website LegiStorm provides 
salary information on Congressional staffers. And of 
course many organizations have begun to use personal 
data for targeted advertising. Federal data privacy legis-
lation should ensure that beneficial uses of data are not 
curtailed by overly-restrictive data sharing policies.

Another significant impediment to the free flow of 
data is privacy regulations that create unnecessary costs 
for the private sector which will be borne by consum-
ers. Proposals for expanding privacy regulations rarely 
consider the impact such proposals have on consumers 
as a group. Rather, the focus is all about the individual. 
Policymakers should recognize that privacy, as with 
any other value, must be balanced against other com-
peting interests and can come at a real financial cost 
which hurts all consumers.

Examples of the impact of privacy regulations can be 
seen in health care.9 The United States has made a com-
mitment to using information technology to improve 
health care. In implementing health IT systems, nations 
must grapple with issues related to ensuring the privacy 
of patients’ sensitive health and other personal infor-
mation. If privacy laws at the state or federal level are 
too restrictive, they can impede the adoption of health 
IT and its use in clinical care. At the federal level, for 
example, the HIPAA Privacy Rule (45 CFR Parts 160 

and 164), which provides the federal floor of privacy 
protection for health information in the United States 
while allowing more stringent state laws to continue in 
force, states that health care providers must “protect 
against any reasonably anticipated threats.” This condi-
tion created much initial confusion for providers, who 
struggled to determine if the use of technology such 
as e-mail to communicate with a patient violated these 
terms (it does not).10 Similarly, at the state level, a recent 
study of health IT adoption rates found that states with 
more restrictive privacy laws were less likely to have 
high rates of EHR usage.11 Thus, a balance is needed in 
the United States that can both reassure patients that 
their privacy is being protected while not implement-
ing restrictive measures that reduce data sharing and 
result in lower quality care.

The cost of complying with privacy regulations is one 
reason that any federal privacy regulations should in-
clude a preemption clause so that federal law would su-
persede any state regulations. To be effective, a federal 
framework for consumer data privacy should establish 
a single, nationwide standard for consumer privacy 
thereby reducing regulatory complexity for the private 
sector. If Congress does move forward with privacy 
legislation, it should ensure that any new regulations 
preempt state laws, otherwise online service providers 
will find themselves facing competing, and possibly 
contradictory, data use and handling requirements for 
consumers.

Health care also provides an example of how lack of 
government action can impede data sharing. As health 
IT is more widely adopted, the amount of health data 
that will be available to medical researchers will be in-
creasing substantially. While past medical researchers 
had only a few limited data points recorded on paper 
on which to base their hypotheses, in the future re-
searchers will have massive online databases contain-
ing terabytes of data for their analysis. Some of the ma-
jor benefits from modernizing our health care system 
are expected to come from the improvements in medi-
cal research that it will enable. For example, medical 
researchers will be able to use rapid-learning health 
networks to determine the effectiveness of a particular 
treatment for a certain population or to discover harm-
ful side-effects of a drug.12 Unfortunately, the United 
States currently lacks the capability to share medical 
data for authorized research in a timely and efficient 
manner.13 To address this problem, future efforts in the 
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United States to speed adoption of electronic health re-
cords systems should include functional requirements 
to allow the secondary-use of medical data for research. 
The goal should be to develop a national data-sharing 
infrastructure to support health informatics research, 
rather than to create isolated, project-specific research 
databases.

Foster consumer choice
Societal values change over time and privacy is no dif-
ferent. Over the course of human history, privacy it-
self is a relatively new value, and varies from culture 
to culture (and person to person). Certainly the last 
decade has seen a sharp rise in individuals willing to 
share what was previously considered private informa-
tion publicly on the Internet. For example, the website 
NetworthIQ allows individuals to share their personal 
financial information online and the microblogging 
website Twitter allow individuals to easily share per-
sonal information, including their location, publicly 
and in real-time. 

In response to consumer demand, the private sector 
has created a variety of online services catering to 
consumers with different types of privacy wants. Cur-
rently, websites operate under a notice and choice re-
gime, whereby consumers can review the privacy poli-
cies, if any, offered by an organization, and then decide 
whether to use the services offered. For example, if 
a new mobile application or online service does not 
provide a privacy notice on their website or states that 
the organization will share personal information with 
third-parties, consumers can decide that this does not 
meet their standards and not use the application or ser-
vice. This allows for a broad array of consumer choice 
between services offering different levels of privacy.

Freedom of choice to reveal or conceal private infor-
mation has led to many important innovations that 
benefit consumers. Many, if not most, individuals 
routinely choose to make a trade-off of private data 
in exchange for something of value. In grocery stores 
and retail stores, consumers use loyalty cards to allow 
merchants to track their purchases in exchange for 
discounts. The same is true online—users allow web-
sites to provide them with free or discounted content 
or services in exchange for targeted advertising based 
on personal information. This business innovation has 
generated an entirely new class of ad-supported online 

businesses. Moreover, targeted ads—advertisements 
relevant to a particular user—generate more than two 
times the revenue of non-targeted ads and are, and 
will continue to be, an important source of revenue 
for the Internet ecosystem, particularly the so-called 
“long tail” of small websites supported by ad revenue.14 
In addition, policymakers concerned with the decline 
of print media should note that greater revenue from 
targeted online advertising will likely be necessary for 
journalism to survive in the Internet age.

Individuals who place a high value on their privacy also 
help drive innovation. Competition between service 
providers, whether it is for social networking or for 
medical data, encourages companies to provide users 
with simple and effective privacy controls and ensure 
high levels of security to protect data.15 Competition 
also encourages the development of privacy-enhancing 
technologies (PETs). For example, in response to con-
sumers concerns (mostly unfounded) about the ability 
of advertisers to track users across multiple websites 
through the use of cookies (small data files stored on a 
user’s computer by a web browser to improve the web 
user’s experience), every major web browser now in-
cludes many features to allow users control over their 
online privacy and the use of cookies. Other PETs, 
such as anonymous Internet proxies or anonymous 
peer-to-peer (P2P) clients, that allow individuals to 
use the Internet without directly revealing their IP ad-
dress, similarly have come about because of user inter-
est.

Market forces are an important mechanism for pro-
tecting user privacy. One of the most effective ways 
to ensure that consumers can continue to find on-
line services that satisfy their privacy requirements is 
to encourage a competitive market that responds to 
consumer demand. For example, although Facebook 
is routinely criticized by privacy activists, the company 
has a long history of responding to consumer pressure 
including in May 2010 when it announced plans to roll 
out new privacy controls to users in response to con-
sumer feedback.16 Neither was this the first time that 
Facebook revised its policies or services in response 
to consumer opinion. In December 2009, Facebook 
altered its privacy settings so that certain informa-
tion including friends list, gender, city, and profile 
photo, would be public information. In response to 
complaints from some users, Facebook modified its 
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interface to give users more control over the privacy 
of different types of information. Similarly, in 2006,  
Facebook revamped its policy regarding its “news 
feed” feature that updates users about their friends’ 
activities after receiving negative user feedback. 

Encouraging competition that gives consumer choices 
between service providers is more useful than govern-
ment privacy regulations that try to impose a one-size-
fits-all approach to privacy.

Protect individuals from harm (rather 
than try in vain to lock up all potentially 
harmful data)
One key goal of government information policy should 
be to protect individuals from harm. Many tools, even 
if they provide important benefits, can be misused and 
consumers should be protected from misuse. Privacy 
activists often argue that government should concern 
itself with the mechanics of how the private sectors 
handles or uses data rather than the outcomes. How-
ever, additional privacy regulations cannot guarantee 
privacy or prevent accidental disclosures or data theft. 
Instead, protections should be in place to minimize or 
eliminate harm to consumers if private data becomes 
public.

Protecting individuals from harm is important be-
cause the impact of private data becoming public is 
more important for consumers than the mechanism 
by which it becomes public. For example, individuals 
concerned about employment discrimination because 
of their health conditions are better served by strong 
anti-discrimination regulations that prevent harm-
ful uses of private data than by arbitrary restrictions 
and limitations on legitimate uses of this data. Often, 
consumers are already protected from the hypotheti-
cal harms envisioned by privacy activists by existing 
regulations. For example, privacy advocates recently 
expressed concern that lenders might deny loan ap-
plications based on information found on social net-
working websites even though these lenders would be 
in violation of the Fair Credit Reporting Act.17 Simi-
larly privacy concern are sometimes raised for health 
IT applications involving data sharing. These issues 
become even more complicated when data must flow 
internationally, such as when a health care worker is 
located in another country. For example, teleradiology 
can involve sharing personal medical data with health 

care workers not directly involved in a patient’s care. 
However, such concerns are probably unnecessary as 
patients can hold the original source of the data (i.e. 
their health care provider) accountable for misuse of 
their data. 

Protecting individuals from harm is important because the  

impact of private data becoming public is more important for 

consumers than the mechanism by which it becomes public.

Emphasizing the need for government to protect us-
ers from harm does not mean organizations are given 
a free pass to use consumer data without any restric-
tions. Importantly, organizations must adhere to their 
stated privacy policies. Protecting users from harm 
involves enforcing existing regulations. The Federal 
Trade Commission (FTC), for example, already has 
sufficient authority to protect consumers from unfair 
or deceptive trade practices. This means that compa-
nies, for example, cannot pull a “bait and switch” on 
consumers where they promise not to use data in a 
certain manner and then do so. Where possible, poli-
cymakers should first try to improve enforcement of 
existing policies rather than adding yet another layer 
of complexity to the existing patchwork of federal laws 
regulating consumer privacy, including the Gramm-
Leach-Bliley Act, the Fair Credit Reporting Act, the 
Health Insurance Portability and Accountability Act 
and the Fair Debt Collection Practices Act. Additional 
legislation would likely end up imposing more costs 
on consumers and limiting innovation and the devel-
opment of new online services. Policymakers should 
recognize that privacy, as with any other value, must 
be balanced against other competing interests and can, 
as it will here, come at a real financial cost.

Implement strong protections for civil 
liberties
To be sure, as more and more information is created 
in a digital format, the ease of aggregating informa-
tion and tying it to individuals has grown. However, 
in most nations, a series of rules and laws govern how 
government actors can use personal data, electronic or 
otherwise. In fact, many of the privacy fears are not 
about technology, but rather about government access 
to sensitive information. The fact that more informa-
tion is in digital form does not change this in any way.
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These questions routinely appear as new technologies 
are introduced that use private information from cloud 
computing to e-books to the smart grid. For example, 
the prospect of vehicle manufacturers installing dedi-
cated short-range communication (DSRC) tags on 
every car, begs the thorny question of who will have 
access to the tags, what they can do with the informa-
tion, and whether access will require consent from the 
driver or vehicle owner. Will government be able to 
use this information to police violations of speed lim-
its, red lights, and stop signs? Will police have access 
to vehicle travel histories or real time access to vehicle 
locations for use in criminal investigations? These are 
important questions that must be addressed with new 
technology. Improper use of consumer data by gov-
ernment is a legitimate threat that might prevent more 
widespread use of technologies like cloud computing. 
As ITIF and others have argued previously, Congress 
should act to reform laws such as the Electronic Com-
munications Privacy Act (ECPA) to ensure that citi-
zens have a right to privacy for their electronic data 
whether it is stored at home on a PC or remotely in the 
cloud.18

Similarly, civil liberties groups have objected to many 
applications of data mining because of privacy con-
cerns stemming from the risk of data misuse. Some of 
their concerns arise from the fact that the government’s 
data-mining projects involve data collected from both 
the public and private sectors. An additional concern is 
that the proliferation of digital information will lead to 
privacy violations by the government. The suspension 
of the U.S. government’s Total Information Awareness 
(TIA) data-mining initiative—eventually renamed the 
Terrorism Information Awareness Program—reflects 
the degree of privacy advocates’ concern with govern-
ment data-mining programs. The TIA program es-
tablished by the Defense Advanced Research Projects 
Agency was discontinued early in the project’s lifecycle, 
so the privacy concerns raised by civil liberties groups 

were primarily about potential risks rather than actual 
problems.19

Although data mining does not provide investigators 
a crystal ball, it still can provide insights and clues 
into investigations. And the benefits of data-mining 
programs have not yet been fully explored. As data-
mining techniques improve, with better data sources, 
refined algorithms, and lower false-positive rates, so-
cieties must continue to find the appropriate balance 
between privacy and security. But government should 
not let legitimate uses of technology to improve public 
safety get sidelined because of potential abuses; instead 
it should find ways to use technology effectively while 
ensuring that civil liberties are protected (as it should 
be noted, the design of TIA was intended to do).

Conclusion
As data on individuals or their actions increasingly is 
collected and stored electronically, it is important for 
policymakers to consider the effect this has on privacy. 
This Notice of Inquiry provides a welcome opportu-
nity to explore the best ways of protecting individual 
privacy while avoiding constraints on business innova-
tion and unintended negative impacts on consumers 
as a whole. Privacy is important, but it must be bal-
anced against competing goals including usability, cost 
and future innovation. While many technologies can 
be misused, they should not be banned simply because 
they come with some risk. Privacy fundamentalists of-
ten overstate privacy concerns as a rationale for op-
posing certain innovations: we have seen this in ev-
erything from RFID to biometrics to electronic health 
records.20 Moreover, restrictive privacy regulations for 
the private sector would likely result in less innovation, 
fewer free services for the average user, and higher 
costs for consumers. Instead, policymakers should 
embrace principles that support consumer privacy, but 
not at the expense of productivity and innovation.
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