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The Future of Privacy Forum (FPF) is a think tank seeking to advance responsible data practices and 

includes leaders in business, academia, and consumer advocacy. FPF appreciates the opportunity to 

provide these Comments in response to NTIA’s June 5, 2014 Request for Comment (RFC), seeking 

public input on how developments related to “big data” impact the Consumer Privacy Bill of Rights.
1
   

 

Unlocking the value of data and instituting responsible data practices go hand-in-hand, and both have 

been an important focus of FPF's work since our founding in 2008. FPF recognizes the enormous 

potential benefits to consumers and to society from big data analytics,
2
 and FPF also understands that 

taking advantage of big data will require traditional privacy principles to evolve. The Consumer 

Privacy Bill of Rights likewise endorses a flexible approach to the use of different practices and tools to 

protect privacy. With respect to big data, flexibility in the application of privacy protections is essential.   

 

FPF supports efforts by the NTIA to consider how the Consumer Privacy Bill of Rights can support 

uses of big data, and we have previously recognized the need for further conversations about how 

privacy can be protected in the age of big data.
3
 Turning to specific questions posed by the RFC: 

 

(2) Should any of the specific elements of the Consumer Privacy Bill of Rights be clarified or 

modified to accommodate the benefits of big data? Should any of those elements be clarified or 

modified to address the risks posted by big data? 

 

The Consumer Privacy Bill of Rights recognizes that protecting privacy requires implementing 

practices that are “comprehensive, actionable, and flexible.”
4
 The general principles put forward by 
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the Administration’s privacy framework explicitly afford companies discretion in how they 

implement them. This flexibility was designed both to promote innovation and to “encourage 

effective privacy protections by allowing companies, informed by input from consumers and other 

stakeholders, to address the privacy issues that are likely to be most important to their customers and 

users, rather than requiring companies to adhere to a single, rigid set of requirements.”
5
 For example, 

while the framework calls for offering individual control of information, it recognizes that this may 

be impractical in some cases. Instead, organizations are encouraged to embrace other elements of the 

Consumer Privacy Bill of Rights and augment internal practices in order to adequately protect 

consumer privacy.
6
 

 

Such flexibility can be accommodated within the established framework provided by the Fair 

Information Practice Principles (FIPPs). Data innovation requires that the FIPPs are not inflexible 

“one size fits all” rules but rather must be adapted to the circumstances of data collection and use.
7
 

For example, use limitation is a long-standing, valuable FIPP, but it is strained in an age of big data. 

If use limitation is delimited by the purposes specified at the time of collection, we may never be able 

to obtain the unexpected benefits that are promised by big data. As the Consumer Privacy Bill of 

Rights recognizes, privacy is promoted when data are used in ways that respect the context of 

collection. Context changes over time. Respecting the context of collection must allow room for 

innovative uses of data that deliver unexpected benefits. And respect for context must be framed in a 

way that reflects the dynamic nature of social and cultural norms and the subjective nature of 

consumer trust. 

 

FPF submits that the Consumer Privacy Bill of Rights should be clarified to make explicit the need 

for flexibility with respect to big data. In particular, and as discussed below and endorsed by the 

recent White House Big Data Report
8
, big data warrants a shift toward greater emphasis on 

responsible use. A use-based approach is one that respects the context in which information is 

collected and used, and implements stronger accountability and enforcement mechanisms. As 

discussed further below, the context principle should encompass factors such as the type of data 

being used and how the data are being used, including the broader societal benefits that could result 

and consideration of relevant risks.  

 

Pragmatic contextual considerations can also inform how other existing privacy principles, including 

notice, choice, and data minimization, are applied in practice. Again, flexibility will be key, and the 

principles within the Consumer Privacy Bill of Rights should be properly calibrated both to protect 

privacy and encourage innovative uses of data. Longstanding practices emphasizing limits on 

collection and use impose rigid rules of the road that dismiss the flexibility inherent in calls for 

increased transparency and individual control. A flexible approach will allow organizations to 
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implement benefit-risk analyses and accountability mechanisms that will be conducive to a 

considered approach to privacy and big data.  

 

At the same time, big data also highlights the importance of data security. One recent survey 

suggested that 80% of consumers are more worried that information they share will be “hacked” or 

stolen, while 16% were more concerned that their information will be shared for commercial 

purposes or used to target advertising to them.
9
 According to the Federal Trade Commission, identity 

theft is regularly the top consumer worry,
10

 and FTC Chairwoman Edith Ramirez has cautioned that 

big data will exacerbate the threat posed by data breaches.
11

 The Consumer Privacy Bill of Rights 

recognizes the importance of security, but it must remain a top priority moving forward. 

 

(3) Should a responsible use framework, as articulated in Chapter 5 of the Big Data Report, be 

used to address some of the challenges posed by big data? If so, how might that framework be 

embraced within the Consumer Privacy Bill of Rights?  Should it be? In what contexts would 

such a framework be most effective? Are there limits to the efficacy or appropriateness of a 

responsible use framework in some contexts? What added protections do usage limitations or 

rules against misuse provide to users? 
 

New technologies, including big data and the emerging Internet of Things, are increasingly better 

suited to a responsible use framework.
12

 In particular, one of biggest challenges – and benefits – 

posed by big data is that much of the new value from data is being discovered in surprising ways.
13

 

Accordingly, it is not always possible to provide precise notice in advance of collection on 

subsequent use of data. Calls for a responsible use framework are a response to concerns that 

traditional applications of existing privacy principles both constrain valuable uses of data and do not 

accurately reflect how consumers use new technologies.
14

 
 

A responsible use framework is reflected throughout the Consumer Privacy Bill of Rights. 

Specifically, the Consumer Privacy Bill of Rights calls for respecting the context in which 

information is collected and used. The principle of respect for context makes companies stewards of 

consumer data.
15

 Context reflects and respects how individuals think about their personal data,
16

 and 

it provides a framework for organizations to ensure data use is in line with consumer expectations. 
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When personal information is used in ways that individuals would reasonably expect, privacy concerns 

are avoided. Context can be broken down by examining: 1) the type of data being used; 2) the service 

relationship in which data are collected; 3) how the information is used; 4) the type of device on which 

the transaction is being made; 5) whether the data was collected passively or actively; and 6) the 

potential benefits and harms that could result.
17

 In addition, the direct use of data on a first-party basis 

may raise different privacy considerations than data that is shared with third parties or disclosed 

publicly. The context principle rests on a number of subjective and fact-specific variables, including an 

individual's level of trust in an organization and his or her perceptions of the value he or she derives 

from the use of the information.
18

 Organizations and policy makers will need to acknowledge and 

remain aware of ever-shifting social and cultural norms in evaluating contextual use.
19

 

Respect for context is only part of a responsible use framework. The Big Data Report recognizes that 

contextual principles may complement emerging use-based approaches to thinking about data.
20

 

There are uses of data that are outside of the traditionally-understood bounds of context that may also 

have high societal value. Ideally, a use-based approach aspires to consensus around broadly 

acceptable data uses—or on data uses that are deemed illegitimate, allowing organizations and policy 

makers to focus on managing the risks associated with middle of the road cases.
21

  

 

When data are used in ways that may be out of context, the results may still be acceptable – and 

beneficial to consumers. Increasingly, the data collected from a range of apps as well as wearable and 

other “smart” devices could be used in ways that are out of context but useful to consumers. For 

example, smart store technologies can leverage the interaction of store Wi-Fi networks and mobile 

phones. Stores can learn how long consumers are waiting in line to check out and can understand 

how many consumers are repeat shoppers or which window displays are successful at bringing 

consumers into the store or to a register.
22

 Increasingly, retailers hope to use real-time analytics data 

to better serve customers, make the shopping experience more enjoyable, and better compete with 

the convenience of simply shopping online.
23

 FPF worked with a number of stakeholders to ensure 

that smart store technologies can be deployed in a way that protects consumer privacy and promote 

responsible uses of this information.
24

 

 

Moving forward, when data are used out of context or otherwise in a manner that challenges the 

principles in the Consumer Privacy Bill of Rights, organizations should demonstrate that their big 
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data projects have undergone a benefit-risk analysis that weighs the issues at hand. FPF believes that 

Chief Privacy Officers, privacy boards, and broader ethics panels can provide a practical outlet to 

preserve innovation and demonstrate accountability.   

 

In addition to providing a foundation for responsible use, establishing effective enforcement and 

well-defined accountability mechanisms are also essential to increase the global interoperability of 

privacy laws.
25

 The White House’s “Privacy Blueprint,” which includes the Consumer Privacy Bill 

of Rights,” specifically flags the use of multi-stakeholder processes to develop voluntary but 

enforceable codes of conduct to implement its principles across a range of sectors.
26

 FPF supports the 

continued development of these codes and the pathway to interoperability as described in the 

Administration’s Blueprint. Global interoperability is particularly important in the context of big 

data.
27

 If big data is balkanized into geographic regions, its value is diminished. Without a common 

understanding of what constitutes the responsible use of big data, conflicting approaches at the 

national level can and will take root, further diminishing the economic gains that can be realized 

through innovation. FPF encourages the promotion and maintenance of existing frameworks that 

promote interoperability. These frameworks include the U.S.-EU Safe Harbor and the APEC Cross 

Border Privacy Rules System. Additionally, FPF encourages the development and consideration of 

new frameworks, such as those that might emerge in ongoing trade negotiations. 
 

(4) What mechanisms should be used to address the practical limits to the “notice and consent” 

model noted in the Big Data Report? How can the Consumer Privacy Bill of Rights’ 

“individual control” and “respect for context” principles be applied to big data? Should they 

be? How is the notice and consent model impacted by recent advances concerning “just in 

time” notices? 

 

Notice is often considered the most “fundamental” principle of privacy protection.
28

 Yet there is wide 

acknowledgement that a privacy framework based solely on notice and choice has significant 

limitations.
29

 The vast majority of consumers do not read privacy policies,
30

 and further, studies have 

shown that consumers make privacy decisions not based on policies but rather on the context in 

which they are presented by a use of their data.
31

 More detailed privacy policies should not be the 

sole solution, and policy makers should be wary of inundating users with more and more notices. 

Instead, in the age of big data, notice and choice mechanisms will need to be supplemented by 

additional tools to effectively protect privacy. As a practical matter, connected devices or other 

“smart” technologies that will not be equipped with interactive screens or other easily accessible user 

interfaces will prove challenging for traditional implementations of notice and choice. Information 
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collected in “public” spaces and used for data analytics also suggest the need for novel approaches to 

privacy protection.  

 

Flexibility will be especially important with respect to the concepts of notice and consent. 

Organizations need to think creatively about how to provide consumers with meaningful insight into 

commercial data practices when necessary, and regulators and policymakers should encourage these 

efforts.
32

 Techniques to inform consumers of data practices might include symbols, short phrases, 

colors, diagrams, or any of the tools otherwise available to designers seeking to provide users with an 

engaging user experience. In some cases, just in time notices may be most effective. In others, it may 

be important to explain to consumers the benefit of the bargain in a document they can examine in 

advance. In the end, design features that “communicate” information to users may be more helpful 

than traditional notice models. The Consumer Bill of Rights should continue to express support for 

these innovative developments through flexible multi-stakeholder processes, as opposed to 

establishing overly restrictive rules that limit the collection and use of data. 

 

Public-facing efforts to inform consumers about big data may improve awareness and understanding 

more than rigid applications of the notice and consent model. The NTIA should recognize and 

encourage efforts by companies to engage consumers in meaningful conversations where both 

parties’ interests and expectations can be aligned. FPF has previously described the benefits of data 

“featurization,” transforming data analysis into a consumer-side application by granting individual 

access to their personal data in intelligible, machine-readable forms.
33

 Services such as personal 

clouds or data stores will allow individuals to contract with third-parties who would get permission to 

selectively access certain categories of their data to provide further analysis or value-added 

services.
34

 “Featurization” could allow individuals to declare their own policies, preferences and 

terms of engagement, and do it in ways that can be automated both for them and for the companies 

they engage.
35

 

 

11) How significant are the privacy risks posed by re-identification of de-identified data? How 

can de-identification be used to mitigate privacy risks in light of the analytical capabilities of 

big data? Can particular policy safeguards bolster the effectiveness of de-identification?  Does 

the relative efficacy of de-identification depend on whether it is applied to public or private 

data sets? Can differential privacy mitigate risks in some cases? What steps could the 

government or private sector take to expand the capabilities and practical application of these 

techniques? 
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 Testimony Before the California State Assembly Joint Committee Hearing on Privacy (Dec. 12, 2103) (statement of 
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regulators to “lay aside the gospel of disclosure in favor of more substantive laws that regulate conduct directly”)). 
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As the President's Council of Advisors on Science and Technology Big Data Report recognizes, de-

identification remains a useful tool to protect privacy in an age of big data.
36

 However, the report 

remains considerably skeptical about the technical ability to ensure de-identified data cannot be re-

identified.
37

 These concerns result from the fact that researchers have routinely discovered ways to 

re-identify de-identified datasets that have been released publicly. But these examples often overstate 

the failure of de-identification.
38

 De-identification must be assessed within the context of the type of 

data involved and how it is being used, and not the merely the mathematical possibility that data may 

be re-identified.
39

 

 

Prominent examples of successful re-identification demonstrate the challenges of perfectly de-

identifying datasets that are released publicly. Once data are made publicly available, there is an 

opportunity for any attacker with the time, resources, or technological capability can attempt to re-

identify information. While perfect de-identification may not be technically achievable, the actual 

risk of re-identification of individuals from properly de-identified data is incredibly low. 

 

Much of our discourse around de-identification focuses on the technical possibility of re-

identification and the assumption that all data will be made publicly available.
40

 This emphasis does 

not describe the entire universe of data that exists today. It is essential to differentiate the risks 

between privately-held and publicly-available information. Tying discussions of de-identification to 

its effectiveness with public datasets dismisses its value for safeguarding data that is either kept 

internally or only shared with a limited audience. To be sure, when de-identified data are disclosed 

publicly with only minimal technical controls under controlled conditions in place to mask 

identifiers, the risks of identification are much greater. 

 

The successful re-identification of Netflix users is an example of how low the actual risk of re-

identification is with respect to publicly released data.
41

 In a recent study, researchers compared data 

widely released by Netflix with records available on the Internet Movie Database in order to uncover 

the identities of Netflix users. However, only two out of 480,189 Netflix users were successfully 

identified with this method. That equates to a 0.0004 percent rate of re-identification. That is a 

significantly lower risk that an individual’s lifetime risk of being struck by lightning, which is 

approximately one in seven thousand.
42

 Though one should not ignore the invasion of privacy 

                                                           
36

 PRESIDENT'S COUNCIL OF ADVISORS ON SCIENCE & TECH., BIG DATA AND PRIVACY: A TECHNOLOGICAL 

PERSPECTIVE 38 (May 2014), 
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39
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40
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REV. ONLINE 103 (2013), http://www.stanfordlawreview.org/online/privacy-and-big-data/public-vs-nonpublic-data. 
41

 Id. at 6 (citing Arvind Narayanan and Vitaly Shmatikov, Robust De-anonymization of Large Sparse Datasets, 

Proceedings of the 2008 IEEE Symposium on Security and Privacy (2008)). 
42

 Joseph Jerome, Making Perfect De-Identification the Enemy of Good De-Identification, FUTURE OF PRIVACY 

FORUM (June 19, 2014), http://www.futureofprivacy.org/2014/06/19/making-perfect-de-identification-the-enemy-of-

good-de-identification/. 
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experienced by these two individuals, the chief examples of de-identification’s failings ultimately 

produced minimal privacy harms. 

 

Moreover, the data released by Netflix could have been more effectively de-identified using methods 

such as the HIPAA de-identification Safe Harbor standards. In other words, the better conclusion to 

be drawn from the Netflix example is not that de-identification is ineffective, but rather that a more 

rigorous standard should have been applied to the dataset.
43

  

 

De-identification must be assessed in context, and when appropriate technical standards are 

combined with reasonable legal and administrative safeguards, de-identification is an important tool 

to protect the privacy of individuals. Policy makers should recognize that de-identification techniques 

encompass a range of different solutions that can be deployed depending upon the potential threats at 

stake or proposed use of data.  

 

For information that is not made public, practical de-identification can be supported by an array of 

safeguards including access controls and restrictions, contractual data use restrictions, and data 

deletion protocols that can augment technical measures in order to protect privacy. When these tools 

used in combination, a bad actor must circumvent administrative restraints and then re-identify any 

data before getting any value from his malfeasance – which, in practice, is difficult to accomplish.
44

 

 

The Federal Trade Commission’s reasonableness standard for de-identification is highly informed by 

non-technical factors, specifically the “nature of the data at issue and the purposes for which it will be 

used.”
45

 As the FTC suggests, the level of technical de-identification should take into account the 

sensitivity and potential value of the data at stake. The level of de-identification should be calibrated 

to consider the sensitivity of information, the level of identifiability of the data, the potential privacy 

risks at stake, and data utility for researchers and industry. The FTC standard also recognizes the 

importance of good internal processes and controls on the sharing of data with third parties. FPF 

believes that incorporating a benefit-risk assessment will help organizations tailor the level of de-

identification necessary for particular uses of data.  

 

13)  Can accountability mechanisms play a useful role in promoting socially beneficial uses of 

big data while safeguarding privacy? Should ethics boards, privacy advisory committees, 

consumer advisory boards, or Institutional Review Boards (IRBs) be consulted when practical 

limits frustrate transparency and individuals’ control over their personal information? How 

could such entities be structured? How might they be useful in the commercial context? Can 

privacy impact assessments and third-party audits complement the work of such entities? 

What kinds of parameters would be valuable for different kinds of big data analysts to 

consider, and what kinds of incentives might be most effective in promoting their 

consideration? 

 

As discussed above, a responsible use framework will require organizations to develop new 

accountability mechanisms to ensure that they are managing personal information is responsible – 
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 CAVOUKIAN & CASTRO, supra note 38, at 6. Further, it is worth recognizing that the content of Netflix’ records by 
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 Id. 
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 FED. TRADE COMM'N, PROTECTING CONSUMER PRIVACY IN AN ERA OF RAPID Change 37 (Mar. 2012), 
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and ethical – ways. The NTIA should recognize the important role that internalized and formal 

review processes can have in considering innovative data projects and identifying any potential 

risks.
46

 In addition, big data “algorithmists” or other professionals could also function inside 

organizations to evaluate the selection of data sources, the choice of analytical tools, and the 

interpretation of any predictive results.
47

 As organizations increasingly face interesting new proposals 

for using data, these professionals could operate across the public and private sectors and conduct 

risk-benefit analyses of data uses. 

 

Industry increasingly faces ethical considerations over how to minimize data risks while maximizing 

benefits to all parties.
48

 Big data projects sometimes raise issues that transcend traditional privacy 

concerns and implicate broader policy concerns about new forms of discrimination or filter bubbles that 

could chill democratic discourse.
49

 As the Big Data Report recognizes, there is a potential tension 

between socially beneficial and privacy invasive uses of information in everything from educational 

technology to consumer generated health data. The advent of big data requires active engagement by 

both internal and external stakeholders to increase transparency, accountability and trust.  

 

A documented review process may serve as an effective tool to infuse ethical considerations into data 

analysis without requiring radical changes to the business practices or innovators or industry in 

general.
50

 Institutional review boards (IRBs), which are the chief regulatory response to decades of 

questionable ethical decisions in the field of human subject testing, provide a useful precedent for 

focusing on good process controls as a way to address potential privacy concerns. While IRBs have 

become a rigid compliance device and would be inappropriate for wholesale use in big data decision-

making,
51

 they could provide a useful template for how projects can be evaluated based on prevailing 

community standards and subjective determinations of risks and benefits, particularly in cases 

involving greater privacy risks. Using an IRB model as inspiration, big data may warrant the creation of 

new advisory processes within organizations to more fully consider ethical questions posed by big data.  

 

Traditional IRBs provide only one example of what this might look like, however. Privacy officers and 

other internal processes, such as privacy impact assessments and review boards, can provide an 

important outlet for evaluating certain categories of data uses. Documentation efforts could be 

particularly important when a proposed use might exceed the principles of the Consumer Privacy Bill 

of Rights. For example, a company may believe that keeping data beyond the minimum time needed 

may yield important benefits or may discover a use that was not specified in a notice. By carefully 

considering the potential risks and benefits, a company should be able to advance such a use and be 

consistent with any proposed law. 

 

Moving forward, broader big data ethics panels could provide a commonsense response to public 

concerns about data misuse. While these institutions could provide a further expansion of the role of 

                                                           
46

 See Ryan Calo, Consumer Subject Review Boards: A Thought Experiment, 66 STAN. L. REV. ONLINE 97 (2013). 
47

 SCHÖNBERGER & CUKIER, supra note 13, at 180. 
48

 danah boyd, What Does the Facebook Experiment Teach Us?, MEDIUM (July 1, 2014), 

https://medium.com/message/what-does-the-facebook-experiment-teach-us-c858c08e287f. 
49

 Jules Polonetsky & Omer Tene, The Facebook Experiment: Gambling? In This Casino?, RE/CODE (July 2, 2014 

11:55 AM PDT), http://recode.net/2014/07/02/the-facebook-experiment-is-there-gambling-in-this-casino/. 
50

 Matthew Salganik, After the Facebook Emotional Contagion Experiment: A Proposal for a Positive Path 

Forward, FREEDOM TO TINKER (July 7, 2014), https://freedom-to-tinker.com/blog/mjs3/after-the-facebook-

emotional-contagion-experiment-a-proposal-for-a-positive-path-forward/. 
51

 See Calo, supra note 46. 
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privacy professionals within organizations, they might also provide a forum for a diversity of 

viewpoints inside and out of organizations. Ethics reviews could include members with different 

backgrounds, training, and experience, and could seek input from outside actors including consumer 

groups and regulators. It is likely that these review boards will vary from organization to organization, 

and standardization would present a unique set of challenges, but organizations should be encouraged 

to develop structures and personnel to grapple with big data and provide an important check on any 

data misuse. 

 

Any successful approach to big data must recognize the different ways that data can now be used. 

Many uses of big data are machine-to-machine or highly aggregated and do not implicate privacy 

concerns. It is also the case that many new uses of data are marginal and should not require enhanced 

review processes. Furthermore, the process of mitigating risks is often iterative and nuanced to reflect 

strategies that can well address minor changes to products or services.  

 

That said, the more challenging areas of big data should be guided by a risk-benefit analysis that takes 

into account exactly how the benefits of big data will be distributed. So far, our procedural frameworks 

are largely focused on traditional privacy risks and assessing what measures can be taken to mitigate 

those risks. In 2010, for example, the Department of Commerce’s Internet Policy Task Force endorsed 

the use of privacy impact assessments (PIAs) both to help organizations decide whether it is 

appropriate to engage in innovative data uses and to identify alternative approaches that could reduce 

relevant privacy risks.
52

 However, human research IRBs also take into account anticipated benefits and 

even the importance of any knowledge that may result from research.
53

 

 

Organizations and privacy professionals have become experienced at evaluating risk, but they should 

also engage in a rigorous data benefit analysis in conjunction with traditional privacy risks assessments. 

FPF suggests that organizations could develop procedures to assess the “raw value” of a data project, 

which would require organizations to identify the nature of a project, its potential beneficiaries, and the 

degree to which those beneficiaries would benefit from the project. This value would be discounted by 

the probability that a big data benefit can actually be accomplished. While there are no definitive rules 

of what probability of benefit is needed to overcome a presumption against exposing a beneficiary to 

privacy risk, it is clear that the mere assertion that a product or service can be improved is inadequate; 

yet demanding organizations provide proof beyond any doubt would be an impossible standard. 

Further, any analysis would need to take into account different community standards and expectations, 

as well as an inherent degree of subjectivity in assessing the relative merits of various projects. FPF’s 

initial guidance on this type of analysis is attached as Appendix A. 

 

However, this limitation has not stopped the federal government from developing structured processes 

to measure project benefits against risks. The White House Office of Management and Budget, for 

example, requires federal agencies to engage in comprehensive cost-benefit analysis. This analysis 

recognizes that even where values are not computable, “efforts to measure it can produce useful 

insights even when the monetary values of some benefits or costs cannot be determined.”
54

   

                                                           
52

 U.S. DEP'T OF COMMERCE, INTERNET POL'Y TASK FORCE, COMMERCIAL DATA PRIVACY AND INNOVATION IN THE 

INTERNET ECONOMY: A DYNAMIC POLICY FRAMEWORK 34-35 (2010), 

http://www.commerce.gov/sites/default/files/documents/2010/december/iptf-privacy-green-paper.pdf. 
53

 45 CFR § 46.111. 
54

 OFFICE OF MANAGEMENT & BUDGET, CIRCULAR NO. A-94 REVISED, MEMORANDUM FOR HEADS OF EXECUTIVE 

DEPARTMENTS AND ESTABLISHMENTS, GUIDELINES AND DISCOUNT RATES FOR BENEFIT-COST ANALYSIS OF FEDERAL 

PROGRAMS (Oct. 29, 1992), http://www.whitehouse.gov/omb/circulars_a094. 
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Conclusion 

 

Big data provides a necessary catalyst for many important conversations about privacy. From 

advancing practical de-identification to infusing ethical decision-making into data projects, big data 

will require organizations to create new processes and innovative tools to engender trust and address 

privacy.  

 

The Consumer Privacy Bill of Rights offers a helpful, flexible framework to resolve these challenges. 

More work is needed to ensure the principles in the Consumer Privacy Bill of Rights are 

operationalized by organizations in a common-sense fashion, but we already have a path forward to 

thoughtfully address the concerns posed by big data. 

 

FPF thanks the National Telecommunications and Information Administration for considering these 

Comments, and we look forward to further engagement and collaboration on the issue of big data. 

 

Sincerely, 

Jules Polonetsky    

Director and Co-Chair   

Future of Privacy Forum 

Christopher Wolf 

Founder and Co-Chair 

Future of Privacy Forum 

Josh Harris 

Policy Director 

Future of Privacy Forum 

Joseph Jerome 

Policy Counsel 

Future of Privacy Forum 
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When responsible organizations identify new ways to process data, for example, when launching a new pro-
gram, product, system or service, they utilize Privacy Impact Assessments (PIA) to conduct a systematic 
analysis to identify and address privacy issues. Current PIA practice includes detailed frameworks to help pri-
vacy professionals understand and quantify privacy risks.1 Yet accounting for risks is only part of a balanced 
value equation. Decision-makers must also assess, prioritize, and to the extent possible, quantify a project’s 
benefits in order to understand whether assuming the risk is ethical, fair, legitimate and cost-effective.

The phenomenon of “Big Data” exacerbates the tension between potential benefits and privacy risks by 
upping the ante on both sides of the equation. On the one hand, big data unleashes tremendous benefits not 
only to individuals but also to communities and society at large, including breakthroughs in health research, 
sustainable development, energy conservation and personalized marketing.2 On the other hand, big data 
introduces new privacy and civil liberties concerns including high-tech profiling, automated decision-making, 
discrimination, and algorithmic inaccuracies or opacities that strain traditional legal protections.3

Decision-makers need to engage in a Data Benefit Analysis (DBA). 

This document offers decision-makers a framework for a reasoned analysis to balance big data benefits against privacy 
risks. This process of identifying both benefits and risks is grounded in existing law. The Federal Trade Commission 
weighs benefits to consumers when evaluating the unfairness of business practices under Section 5 of the Federal 
Trade Commission Act. Similarly, the European Article 29 Data Protection Working Party applied a balancing test in its 
opinion interpreting the legitimate interest clause of the European Data Protection Directive.4 The White House Office of 
Science and Technology Policy, which has recently studied the social and technical ramifications of big data, recognized 
the need to strike an appropriate balance between new opportunities and individual values.5

Structures and processes for sound benefit analysis are already well established. For example, in 1992, the White 
House Office of Management and Budget (OMB) issued guidelines for cost-benefit analysis of federal government 
programs and projects.6 The OMB stressed that the criterion for deciding whether a government program can be 
justified is net present value, which is “computed by assigning monetary values to benefits and costs, discounting 
future benefits and costs using an appropriate discount rate, and subtracting the sum total of discounted costs from 
the sum total of discounted benefits.” The OMB’s guidance recognizes that some benefits may not be computable, 
but efforts to measure value can nevertheless produce useful insights. The same holds true with big data projects.

Introduction:  This analysis provides guidance for organizations in their weighing 
of the benefits of new or expanded data processing against attendant privacy risks. 

1
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Privacy Impact Assessment (PIA)

PIA StepsPIA Goals
A considerable body of knowledge has been created to 
help guide organizations through the implementation 
of a PIA. While specific PIA policies and procedures vary 
depending upon the nature of an organization and 
scope of data use, a typical PIA process consists of the 
following stages:9

1) IDENTIFY privacy risks arising 
from the collection, storage, or 
dissemination of information in 
a potentially identifiable form.

2) EVALUATE compliance obliga-
tions and possible ways to miti-
gate privacy risks. 

What is a Privacy Impact Assessment (PIA)?

A PIA is a decision-making tool used to identify and mitigate privacy risks at the beginning  and through-
out the development life cycle of a program, product, system or service.7 While a formalized review pro-
cess is not necessary for every use of data, particularly if the data is neither sensitive nor identifiable, a 
PIA process helps organizations understand what personal information they are collecting, how it will 
be used, stored, accessed and shared, and how privacy risks can be mitigated.8

Conduct a threshold analysis

Identify potential privacy risks and 
legal compliance issues

Develop solutions for eliminating or 
reducing risks

Evaluate costs and benefits of imple-
menting privacy protections

Provide for review and PIA audits

Many organizations have gained experience incor-
porating PIA into project management.  A PIA is a 
necessary and proactive feature of managing risk in 
a responsible organization.

At its core, a PIA requires a value judgment to be 
made concerning the estimated level of privacy 
risk and the likelihood that such risk would mate-
rialize. In addition, a PIA involves determining how 
an organization can best employ risk mitigation 
tools to comply with privacy principles, generally 
captured in the Fair Information Practice Prin-
ciples (FIPPs), as well as with individuals’ expecta-
tions of privacy. 

Mitigation measures can include policies around 
notice and choice, data minimization, or limited 
retention of data. A PIA allows an organization to 
calibrate its project to avoid using certain types 
of data or to further aggregate information being 
used in a project.

2



Yet big data situations require a broader view of risk as well as additional analysis of a project’s ethical 
implications. As the risk taxonomy above suggests, some of the new risks commonly associated with 
big data are not easily mapped to any traditional recognizable harms. Other concerns are that data 
analysis could permit new forms of unfair discrimination, stigmatization and narrowcasting. All of these 
new concerns must also be incorporated into a PIA, which may therefore require careful consideration 
of a project’s abstract or unintended consequences.

Many new uses of data conducted by organizations may be routine, involving simply a use that does 
not create new risks, or a use that is subject to well-defined measures that eliminate risk. The analysis 
documented here is necessary when a minimum threshold has been surpassed. It is critical for organi-
zations to have personnel and processes in place that can spot new issues of concern and determine 
which issues should be subjected to a PIA and a benefit review.

Organizations have come to realize that privacy risk, sometimes conceptualized as privacy harm,10 

comes in different flavors. Various frameworks have developed to help organizations categorize privacy 
risk. Daniel Solove’s taxonomy classifies privacy risks into four categories – information collection, 
information processing, information dissemination, and invasion – which, in turn,  are broken out 
into 16 sub-categories.11 Richard Thomas distinguishes between material privacy harms, moral privacy 
harms, and broader democratic and societal harms. 

Big data presents new challenges impacting the entire risk spectrum. It accentuates not only 
the traditional tangible privacy harms but also the more abstract, ethical challenges requiring busi-
nesses and governments to make weighty value choices. Existing risk assessment frameworks are 
geared to identify and address tangible harms, such as financial loss or security vulnerabilities. 

Privacy Risks

Spectrum of Privacy Challenges

Intangible

Reputational damage
“Creepy” inferences or disclosures

Anxiety/embarrassment
Loss of control/autonomy

Unr discrimination
Exclusion/isolation

Abstract

Panopticon surveillance
Social stratification

Filter bubbles
Paranoia and loss of trust

Chilling effect
Threats to democracy

Tangible

Threats to physical well-being
Financial loss

Damage to livelihood
Administrative hassle

Blackmail/

Security breach
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Traditionally, organizations mitigated privacy risks by operationalizing the FIPPs, including enhancing notice 
and choice, limiting data retention, improving individuals’ access and ensuring accountability. Alas, the onset 
of big data practices has introduced formidable challenges to some of these fundamental principles, including 
the scope of the framework (often addressed by defining the term “personally identifiable information” (PII)), 
the concepts of data minimization, purpose limitation and consent, and the right of individual access.12 This has 
required policymakers and professionals to develop new privacy solutions to augment traditional tools. These 
enhanced solutions address the broader categories of privacy risks that are created by big data:13

Enhanced Transparency: 

Like any interpretative process, big data analysis is prone to errors, inaccuracies and bias.14 

Consequently, organizations should provide more transparency into their automated 
processing operations and their decision-making processes, including eligibility factors 
and marketing profiles, in order to empower individuals.

Featurization:

Organizations should increase the ability of individuals to access to their data in intelligible, usable 
form in ways that allow them to analyze and utilize their own information. Featurization will 
allow individuals to declare their own policies, preferences and terms of engagement and 
“share the big data wealth” with organizations. 

Privacy by Design: 

Organizations should integrate privacy considerations early into lifecycle of new products 
and services. The assessment of privacy challenges at the design stage helps stem privacy 
risks at their outset, and privacy be design processes encourages organizations to revisit 
privacy issues throughout a project’s life.

De-Identification:

While there are many different understandings of what constitutes effective anonymization, 
organizations should implement practical de-identification processes that make use of legal 
and administrative safeguards, in addition to reasonable technical measures. Both the sensi-
tivity of the data and the utility of the data must be considered. Determining how to balance 
the utility of data against various threat models may itself require a benefit-risk analysis.

Risk mitigation strategies are essential for protecting privacy, yet at the same time they may constrain 
beneficial uses of data, thereby minimizing data utility. In addition, mitigation strategies alone do not 
help organizations decide when is it worthwhile to proceed with a big data project despite resid-
ual privacy risks. For example, if big data analysis can generate a health benefit that will improve the 
lives of millions of people, it may be ethical to allow a project to proceed even if privacy risks cannot 
be completely eliminated. Conversely, if the likelihood of accomplishing that benefit is extremely 
remote or if the contemplated benefit is minor, large privacy risks would not be justified.

Risk Mitigation Strategies
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Beyond PIA:  
Introducing Data Benefit Analysis (DBA)

By focusing exclusively on privacy risk, existing PIA practice does not account for the tremendous 
variance in anticipated big data benefits. This drives policymakers and corporate decision-makers into 
rote discussions of an almost ideological nature, with each side claiming the moral high ground and fully 
discounting arguments made by the other side. What is needed is a more thorough vocabulary of big 
data benefits. The following analysis proposes a methodology to better structure the discussion of big 
data benefits, assessing such variables as the nature of the benefit, the identity of the beneficiary and 
the likelihood of success. The results of this process, in turn, will feed into existing PIA practice to form 
a balanced, comprehensive view of big data risks and rewards. 

Big data promises extraordinary benefits ranging from breakthroughs in medical research to 
enhancement of product offerings. 

A Global Human Trafficking Hotline Network.15 Non-profit organizations collaborate to establish an international 
information-sharing database to collect sensitive information about human trafficking. Together with law 
enforcement authorities, these organizations can use this information to help combat organized crime.

Internet Searches Reveal Harmful Drug Interactions. Medical researchers use massive datasets of de-identified 
Internet search results to discover harmful drug interactions, by comparing individuals’ search queries against 
“fingerprints” of adverse side effects.16

Gathering Voice Data to Improve Speech Recognition.17 Directory assistance services collect millions of 
voice samples in order to help create effective digital assistants that are embedded into mobile devices.

Ensuring High School Students Graduate.18 Using data collected across school districts, analytic tools 
predict which students are at risk of failing or dropping out of school, providing schools and educators 
with a mechanism for early intervention.

Improve Newspapers Ability to Compete Online.19 Traditional news publishers like the New York Times are 
turning to data in order to better serve subscribers with targeted reporting and interest-based content.

Location Data Create Intelligent Highways.20 Geolocation information automatically generated by commuters’ 
mobile devices is used to visualize traffic patterns in real time, helping urban planners manage traffic to deliver cost 
savings, environmental benefits, and a higher quality of life for commuters.

Using TV Viewing Habits to Create Better Entertainment.21 By analyzing at the viewing habits of millions of 
users, entertainment streaming services can not only recommend better programming to viewers but also create 
new shows and programs that are better tailored to their viewers’ tastes.

5

Tracking lost baggage and improving customer service.22 Airlines are increasingly using data to offer flyers the 
ability to track their bags from curb to baggage claim, and big data analytics is directly improving customer experi-
ences by allowing airlines to understand what travelers desire.



So far, there has been no procedural framework in place to assess big data benefits in a way com-
mensurate with existing PIA risk frameworks. Yet accounting for costs is only part of a balanced and 
ethical value equation. In order to complete a cost-benefit analysis, organizations need to have at 
their disposal tools to assess, prioritize, and to the extent possible, quantify a project’s rewards. Not 
all benefits are or should be treated as equal: a potentially big benefit with a high likelihood of success 
must be treated differently than a smaller benefit with a similarly high likelihood of success – or a big 
benefit that is unlikely to ever be accomplished.

The scope and dimensions of big data benefits 
have not been accounted for under current PIA 
practice. Yet existing legal frameworks already 
recognize the need to balance privacy risks 
against data rewards. For example, Section 5 
of the Federal Trade Commission Act defines as 
“unfair” a practice that “causes or is likely to cause 
substantial injury to consumers which is not rea-
sonably avoidable by consumers themselves 
and not outweighed by countervailing benefits to consumers or to competition.”23 Similarly, the European 
Data Protection Directive24 and new draft Regulation25 authorize the processing of personal data based 
upon a “legitimate interest” of an organization, requiring organizations to perform a balancing test 
between individual risks and organizational rewards.

The European Article 29 Data Protection Work-
ing Party has recently presented a balancing 
test to help organizations determine whether 
their legitimate interest in processing data 
outweighs the rights or interests of individual 
data subjects. The test recognizes that ben-
efits may range “from insignificant through 
somewhat important to compelling.26

In similar vein, institutional review boards, which evaluate the ethics of human subject research pro-
posals, are instructed to evaluate risks in relation to anticipated benefits, taking into account both 
prevailing community standards and subjective risk and benefit determinations.27

Beyond PIA:  
Introducing Data Benefit Analysis (DBA)

The Federal Trade Commission engages 
in a balancing test when determining 
when a practice is  “unfair” by assessing 
whether any potential injury to con-
sumers is not outweighed by counter-
vailing benefits to consumers.

The Article 29 Working Party recognizes 
that  in determining the “legitimate inter-
ests” of organizations, those interests must 
be weighed against the potential effect on 
individual rights.  
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Beyond PIA:  
Introducing Data Benefit Analysis (DBA)

Maximizing the potential of big data requires a new framework for evaluating not only the risks 
but also the benefits created by novel data uses. To account for unique big data benefits and risks, 
organizations should engage in the following data benefit analysis.

Data Benefit Analysis comprises two elements. First, organizations should assess the “raw value” of 
the benefit, which consists of (1) the nature of the benefit, (2) the potential beneficiaries, and (3) the 
degree (or size and scope) of the benefit. Second, organizations should discount the raw value score 
by the probability that it can achieved to obtain a discounted value score.28 

This process intertwines with and complements any risk assessments. The end goal is to achieve an 
optimal balance between organizational needs and individual privacy.

There are no definitive rules on what degree or probability of benefit is needed to overcome pre-
sumptions against creating privacy risk. It is clear that the mere assertion that a product or service can 
be improved is not enough; yet proof beyond any doubt is an impossible standard.

Any analysis must take into account culture-specific differences in evaluating the relative weight of 
each parameter. For example, the relative value of a health or national security benefit may differ 
from society to society. Some societies may place a high value on individual benefits, while others 
may give greater weight to community values.

Depending upon how each of these factors compute, an organization will compile a raw value that 
reflects the potential benefit of a project – before taking into account uncertainty and weighing the 
benefits againstprivacy risks.

Identify the Nature of the Benefit

Identify Potential Beneficiaries

       Identify the Size/Scope of the Benefit

Assess the “Raw” Value of Data Processing Benefit

Discount Value by 
Probability of Success

Data Benefit Value
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Data Benefit Analysis

8

Conduct a full assessment of the benefits of a 
proposed data project (see pages 7-10)

Recognize and account for traditional privacy risks as 
well as risks that are unique to big data, and explore 
strategies for risk mitigation (see pages 2-4)

Weigh unmitigated privacy risks against big data 
rewards and determine how to proceed with a project 
(see page 11)

1
2
3

Hypothetical Case Study

Acme Corporation develops Road Runner, a fitness app that collects and analyzes information about users’ diet, health, exercise and 
sleep. The app’s data analysis provides users with helpful insights about their lifestyle, enabling them to optimize calorie consumption, 
reduce blood sugar and cholesterol levels, create a balanced exercise schedule, comply with doctors’ prescriptions, and more. 

A free app, Road Runner quickly gains traction, achieving a strong following with millions of users across the world. Acme collects 
and stores granular information about Road Runner users’ habits, compiling statistics and creating graphs and indices that are ac-
cessible by users through an easy to use dashboard. In addition, Road Runner gives users real time notifications to inform them of 
any developing health conditions, such as lack of sleep, hypertension, or dehydration, or failure to take medication. 

Acme incentivizes employers to pre-package Road Runner into their mobile application management platforms by promising 
potential savings on their health care benefit plans. In turn, some employers are offering bonuses to employees who lose weight, 
optimize their body fat percentage, or exercise more. In addition, healthcare providers are urged to recommend to their patients 
usage of the app to enhance adherence with prescription medicine regimens.

Acme retains user data indefinitely, but keeps it in de-identified form by assigning random identifiers to individual users. Acme’s 
CEO argues that in the future, the data retained by the company could be used to prevent epidemics, cure lethal disease, and in-
crease life expectancy by up to 40 years.  

To help the research community, Acme provides health researchers in accredited schools with access to its information. According 
to a recent article in the American Journal of Medication, researchers have been able to utilize Road Runner data to find a con-
cealed harmful interaction between two best-selling drugs.

In the U.S., Acme provides periodic reports on longitudinal studies about users’ health and behavior to the U.S. Department of Health 
and Human Services. The reports, which are in aggregated form, help the federal government make decisions concerning public 
health and research funding. 

While Road Runner users’ de-identified information could conceivably be linked to PII with varying degrees of certainty, this would 
have to be done through highly complex (and expensive) processes of data matching and analysis, which neither Acme nor its 
researchers and business partners have a clear interest to partake.

How to approach:



1) Identify the nature of the benefit:

Big data projects increasingly promise wide-ranging benefits to scientific research, public health, national security, law 
enforcement, energy conservation and economic efficiency. Organizations should recognize that the nature of the 
benefit must be accounted for by an analysis that measures social and cultural priorities and sensitivities.

2) Identify the potential beneficiaries:

Data projects can affect a wide-variety of stakeholders. These include not only the individual whose data is pro-
cessed and the business that is processing the information, but increasingly also the government, a community, or 
society at large. As the OMB explains, “Analyses should include comprehensive estimates of the expected ben-
efits and costs to society based on established definitions and practices for program and policy evaluation.”29

3) Assess the size or scope of the benefit and assign a Raw Value Score:

A raw value score combines the assessment of the beneficiary the nature, size and scope of the benefit. The raw value 
represents the absolute value of a project prior to its discounting by probability and risk.

Data Benefit Analysis continued

Individual

Community

Organizations

Society

• Better information about personal health

• Healthier, more active individuals

• Savings on health care benefit plans

• More informed research and funding prioritization

The Road Runner app promises better information about personal 
health, cost savings to companies and communities, and additional 
knowledge to help inform public health policy and funding decisions.

The Road Runner app primarily benefits the individual whose data it 
collects; but Acme also promises benefits to organizations through 
insurance cost savings, as well as to government, the research com-
munity, and potentially, society at large..
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4) Discount by the probability of success:

After computing a raw value score, an organization must assess the likelihood that the ben-
efits of a project will in fact come to pass. Uncertainty constitutes a discount factor that 
reduces the initial raw value score. The certainty of obtaining the desired benefit is an 
essential element in determining the desirability of assuming related privacy risks.

Data Benefit Analysis continued

The Data Benefit Analysis should not be viewed as a static framing exercise. In many cases, mitigation tech-
niques may impact data utility by reducing the potential benefit. This means that the Data Benefit Analysis is a dy-
namic process, through which mitigation techniques are carefully calibrated to optimize the risk-benefit equation 
in order to reach the apex point. The OMB calls this exercise “sensitivity analysis,” noting that “[m]ajor assumptions 
should be varied and net present value and other outcomes recomputed to determine how sensitive outcomes are 
to changes in the assumptions.”30 Of course, in many cases, a baseline level of protection against risk will mandatory 
under regulation in order to support the legitimacy of the data processing.

10

Individual

Community

Organizations

Society

• High Likelihood

• Moderate Likelihood

• Moderate Likelihood

• Low Likelihood

If data are further de-identified, societal benefit is reduced but so is attendant privacy risk. 

Personalized learning algorithms, for example, can be validated to minimize the risk of inac-
curacy, but this may lower societal benefit by reducing the likelihood of serendipitous findings.



Mapping Benefits against Risks

Once an organization has a better understanding of a project’s benefits, it can map the discounted benefit 
value against privacy risks identified through a PIA. By doing so, it can now visualize a complete picture to in-
form decision-making weighing both benefits and risks.

By mapping benefits against risks, an organization evaluates the merits of a big data project. To do so, an orga-
nization must elucidate where a project falls on the a  risk-benefit continuum. 

Mapped in this way, a contemplated project is placed on a continuum ranging from projects that the FTC and the 
Article 29 Working Party may view as unfair to project that the regulators view as being within the legitimate interest 

11
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Low Risk Low Risk



While some of the assessments proposed in this framework can be standardized and quantified, oth-
ers require value judgments and input from experts other than privacy professionals or data regula-
tors. For example, assessing the scientific likelihood of capturing a benefit in a specialized area cannot 
be made solely based on privacy expertise. This framework cannot achieve mathematical accuracy 
given the inherent degree of subjectivity in assessing the relative erits of various benefits. However, 
this has not stopped policymakers in other arenas from proposing structured processes to measure 
project benefits against risks. For example, the OMB states, “Although net present value is not always 
computable … efforts to measure it can produce useful insights even when the monetary values of 
some benefits or costs cannot be determined.”31

This highlights the importance of determining who will be tasked with undertaking the cost-benefit analy-
sis. Moving forward, organizations will need to create or expand accountable data ethics review process-
es to engender trust and address privacy. Many companies have already laid the groundwork to address 
these decision-making challenges by appointing Chief Privacy Officers or building internal ethical review 
programs. Further efforts are needed to understand the most effective structures for different organiza-
tions and different types of data. Models may range from a formal Institutional Review Board-type process 
to empowering Chief Privacy Officers through cross-functioning privacy committees, or involve building 
structures such as extra advisory boards or opportunities for policy maker or regulator input.

What is an Institutional Review Board?32

Institutional Review Boards (IRB) emerged as the chief regulatory response 
to concerns about ethical abuse in the use of human subjects for research. 
IRBs are therefore charged with balancing the potential risks and benefits 
arising from any project involving human subject research. Policy guid-
ance on IRBs recognizes that research benefits fall into different categories, 
including acquiring new knowledge, improving drug safety, promoting 
technological advances, or providing better healthcare.

IRBs must have at least five members, encompassing a wide-variety of 
backgrounds and professional expertise. Boards that review research 
involving specific categories of human subjects, such as children, 
pregnant women, or the mentally disabled, must include members 
who have special experience with those groups.

An IRB’s final assessment of a project depends on prevailing community stan-
dards and subjective determinations of risks and benefits. While there are lim-
its on the risks that individuals should ethically be asked to accept for the po-
tential benefit of others, IRBs are generally directed to not be overprotective.

Who Decides?
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