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Next Generation Public Safety Networks
Should Be Based On Lessons Learned from Past Disasters

As the FCC and National Institute of Standards and Technology (NIST) begin formalizing the design of the FirstNet Public Safety Network, it’s critical to review past disasters and terrorist events to determine how the previous communications systems failed.  This information will enable us to design and develop the features a new network requires in order to stand up to future high stress communication situations.  
We will begin by examining the communication system weaknesses that became painfully obvious in light of the World Trade Center terrorist attacks, with great empathy to the victims and their friends and family, and with great respect for our first responders and public safety heroes.  Our second examination will be of the systems that were wiped out during the Katrina disaster.

World Trade Center Terrorist Attack, September 11, 2001
In the World Trade Center event, within minutes of the terrorist attack a major phone switch with 200,000 voice lines and a large number of private line circuits in the middle of the downtown financial district were completely disabled.  In addition, about 20 cell phone antenna sites and 9 TV broadcast stations that used the World Trade Center were incapacitated.  This was only part of the problem. Phone networks were congested more than destroyed resulting in uselessness.  To maintain the desired quality of service in terms of blocking probability, networks are designed to handle about 10-15 percent of their subscribers at any one time. In New York, local traffic volume shot up 2-3 times the usual peak (maybe even ten times, exact figures are hard to get since so many calls never made it through to be counted) according to Eli M. Noam Columbia Institute for Tele-Information.

Another critical issue was the inability to give priority to first responders, fire fighters, policemen, and other emergency workers, to allow their calls to traverse the available commercial cellular networks. Another malfunction was that the various public safety groups systems were not interoperable making them unable to coordinate among the teams. When policemen, firefighters and rescue workers from other cities volunteered and arrived, they had no ability to communicate with counterparts from New York City by using their commercial cell phones. 

From the report by the National Commission on the Terrorist Attacks on the United States:

"The inability to communicate was a critical element at the World Trade Center, Pentagon, and Somerset County, Pennsylvania, crash sites, where multiple agencies and multiple jurisdictions responded. The occurrence of this problem at three very different sites is strong evidence that compatible and adequate communications among public safety organizations at the local, state, and federal levels remains an important problem." 

Hurricane Katrina, August 2005
BellSouth, a major provider of landline phone service in Louisiana, Mississippi, and Alabama, lost connections on close to 2.5 million telephone lines following Katrina, said Bill Smith, the company's chief technology officer. 
About 20 million telephone calls did not go through the day after Katrina struck, FCC Chairman Kevin Martin said. The hurricane knocked out 38 emergency (911) response centers and about 1600 wireless telephone transmission sites. 

One common theme regarding communications networks in disasters is the only network that performed consistently was the Internet. According to Eli M. Noam from the Columbia Institute for Tele-Information “where the internet shone brightly was in email, and instant messaging, and bulletin boards. Email messages had no problems in getting through. Maybe they were a bit slower in arriving, but the difference rarely mattered. Instant messaging was even faster, enabling distant correspondents to be in touch in real time. It all worked beautifully. After all, that was exactly what the Internet's predecessor was originally designed for by the American military: as a network that could not be easily destroyed, because it was decentralized. Furthermore, it diverted billions of voice calls from the long distance telephone networks, thereby also benefiting the email-less.”

Next Generation Networks Based On Current Architecture 
From this experience we can conclude what the next generation of public safety network should look like. It should be decentralized, and not based on centralized core architecture. It needs to be structured like the Internet with multiple paths, duplicated intelligence and peer-to peer capabilities. It must be devoid of any single point of failure and should allow for dynamic, multi-path connectivity from point A to point B.

When homeowners and businesses look to install back-up power systems, do they seek out a second power grid? Even if one were available, the forces that rendered the original power grid to be temporarily inoperable would most likely wipe out this "back-up grid" as well. Those who seek to employ a back-up power system install a generator which we can call a distributed power system. The back-up system is a completely different architecture than the original system. The power starts and is delivered at the location where it is needed instead of a centralized location that is prone to multiple single points of failure. 

It appears the early thinking on FirstNet is focused on the current wireless network architecture which is the same as the 100 year old hub and spoke design originally implemented with our earliest wire line networks and then duplicated in subsequent wireless networks. There is no doubt that the wireless infrastructure giants have perfected their core hardware with multiple fail safe redundancy systems. However, unless the core was located at the site of the disaster, that was not the issue. The problems were caused by 
towers that were destroyed.  Individual backhaul circuits from towers were wrecked, but the biggest disrupter was when the large aggregation backhaul circuits representing the traffic back to the core of twenty or more towers were rendered inoperable. This is the single critical single point of failure that these networks have yet to overcome.

Next Generation Networks, New Architecture 
We will design our public safety and emergency response network in such a way that it eliminates the weaknesses that we saw in the 911 attacks and in Hurricane Katrina.

The first issue to overcome is infrastructure destruction. Towers, backhaul circuits, aggregation backhaul circuits and central offices were all destroyed.  Recall the example we used earlier about generators being the distributed power back-up system for the power grid. For a back-up system to our current wireless networks, emergency responders and public safety officials need to be able to deploy stand-alone cellular networks on wheels or carried on the backs of first responders. These units would be complete functioning cellular networks in a small form factor not reliant on any backhaul in order to complete local calls. Someone with a cell phone in the area would be able to complete a cellular call to another person in the coverage area.

What improvements could be implemented on this new first responder network? For example, you are able to white list only the commercially available cell phones of the authorized public safety and first responders that show up for the rescue efforts.  As other visiting firefighters, police, public safety, medical personnel arrive to help, they can also very easily register their phone on the newly deployed cellular network and immediately interoperate with the other resident workers. In actuality all of our public safety and emergency responders already interoperate and it is called the commercial wireless network and PSTN. We just need to change the rules (people much smarter than me are going to have to make the rules for spectrum use) of how they get specific access to interoperate. 

This approach is already being done for disasters on the China Railroad. The emergency workers for the railroad who show up at a derailment use the public wireless network, China Unicom. In the past, they could not get their phones to operate because all of the passengers on the train were making calls and clogging the network. As a result the portable cellular networks are now deployed along with the workers. Only the workers phones are white listed on the local devices (which now supply the dominant radio signal). They can communicate with their co-responders locally and when they need to go back to HQ or elsewhere they use IP satellite links for connectivity.

Another potential use for this stand-alone, small form factor cellular network is in rescue efforts in the rubble created by natural disasters and terrorist acts. If someone is buried in rubble and has a working cell phone, we can deploy rescue workers with a network on their back to have the system lock on to the phone. By triangulating with two other back-pack

units on the scene rescuers can very accurately locate the victim.  This is currently operational in the military to locate terrorists and the opponent with cell phones.

DiMoWiNe Architecture 

This limited function capability is powerful, but needs connectivity with the rest of the world to be the most useful.  We already have the best designed, most resilient, most pervasive, self-healing, redundant, multi-path network thanks to the geniuses at DARPA, called the Internet. What if we designed our back-up public safety and emergency network to run off the Internet? The concept is called DiMoWiNe or Distributed Mobile Wireless Network. The entire "central core" network functionality is rendered in software and moved out to the edge of the network to the eNodeB.  It provides all of the intelligence, routing and switching and even all the accounting and metering right at the radio. We convert the traffic into IP and use the Internet for our "connectivity transport". I do not want to call it backhaul because I associate backhaul with a central core and a single point of failure.

DiMoWiNe Works

To use a technical term, our connectivity approach in broken infrastructure situations is really cool. Let's say that a major backhaul circuit in an AT&T network was destroyed knocking out wireless communications in a disaster area. The portable networks were deployed by AT&T as the awarded service provider contractor in this area. AT&T uses their spectrum to attach to their users in the area, but employs a different network architecture to bypass their backhaul outage. The back-up network uses the closest operational Internet point of presence for connectivity. There are hundreds of thousands of these in the United States. This back-up network creates, in a sense, a roamer on to their own network. That call is routed around the problem over the Internet to the Node 2 (another Internet application) which is the SS7 gateway that then reattaches to the AT&T core for user authentication, authorization and accounting. The circuit is completed and we have re-established wireless communications.

In some cases the Internet Connection is easily accessible, but in others the entire local infrastructure is destroyed. When this happens, we can use commercial satellite as our transport back to an Internet connection. Since these future networks will be based on LTE, some of you may be thinking that due to the very tight tolerances in LTE of 5 Ms of delay for signaling and 46 Ms for bearer traffic, satellite transmission would not be possible because satellite introduces 700 Ms of delay. However, the Lemko system completes all the switching and routing intelligence at the edge, simply delivering IP packets to the satellite, removing delay and jitter from the equation. Both Hughes Satellite Networks and Arinc have successfully completed tests with this system and their satellite systems.

Building the best combined emergency responder and public safety network will require a combination of very robust permanent structures tactically located being supplemented by a fleet of portable vehicle mounted units and a supply of back pack units. The permanent 
structure units would be our source of shared resource with both satellite connections and robust multipath connections to the Internet. They might be 100 foot telescoping towers buried below ground in a hardened structure with generator and plenty of fuel. These units 
would have the most powerful commercial radios and the DiMoWiNe software. Depending on the specific damage, the telescoping towers can be activated and supplemented with a 
swarm of radio vehicles. The form factor is small enough to make one of three police and fire vehicles a mobile cellular network.

The mobile vehicles will be able to attach to the larger units via in-band networking (using part of the LTE spectrum to connect and communicate between units) and forming a self-organizing network of coverage with shared access to the Internet and all other outside networks. This will provide coverage without having to completely duplicate the current commercial network. Lemko networks were deployed in this fashion by the Chinese government’s version of FEMA after the 2008 Sichuan earthquake. Lemko units were brought in by helicopter and deployed along the fault line. The units meshed with each other with Canopy technology and several of the units had satellite connections that were shared by all the other units to communicate with the outside world.
The final issue of this paper is the network clogging issue that occurs even if the infrastructure is not destroyed. This could be very easily be addressed by bringing in the vehicle based units, enabling the network and routing the calls they offload around the backhaul bottlenecks and back on to the core switch via the second architecture and the Internet. An additional function that can help with clogging would be for those vehicle units to temporarily limit the access to SMS only by broadcasting a message to all local cell phones that only SMS messaging would be allowed until further notice. That will expand the capacity of the available resource by 10-20 X the number of users that it can handle with full feature access.  When the crisis is over and the main network is restored, the portable units will be powered down and communications returned to normal.

DiMoWINe = Lowest Total Cost of Ownership 

One other important consideration in today's economy is cost. This solution will cost about 50% of what a centralized architecture will cost in initial investment and will save approximately 50% in operating expense. You may want to price a 50 Mbit/sec carrier grade Ethernet pipe from Las Vegas to Boston for example. This would be a typical hosted core public safety system connecting to your city's public safety network. There will likely be very few of these hosted core systems because they are massively expensive. Most likely your city will be hundreds of miles away from this shared resource, therefore your backhaul monthly cost will be significant compared to a local hop to the nearest Internet POP for the Lemko system.
Current wireless topology is being pushed to the limits with smart phones, LTE bandwidth requirements and the data tsunami. It is very fragile compared to the only network of scale that has performed well during our past disasters, the Internet. Why not leverage the wireless architecture that leverages this superior network to create the most reliable public safety and emergency network.  
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