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I. Introduction

We thank NTIA for the opportunity to comment on this timely and highly relevant policy discussion. Digital privacy and data security are important ongoing concerns for lawmakers, particularly in light of recent, high-profile data breaches and allegations of data misuse. Understandably, in the wake of such incidents advocates regularly call for tighter restrictions on data collection and use. But, as we detail below, privacy is a highly complex topic comprising a wide variety of differing, and often conflicting, consumer preferences. While undoubtedly in need of ongoing assessment in the face of new challenges, the US federal government’s sectoral, tailored model of privacy regulation remains the soundest method of regulating privacy.

We have seen other jurisdictions recently experimenting with different methods of arranging and deploying privacy regulations: most notably, the EU’s General Data Protection Regulation (“GDPR”)1 and the California Consumer Privacy Act (“CCPA”).2 In the course of this Request for Comment (“RFC”) (and for some time before it), advocates have sought to influence the US to follow the lead of these jurisdictions and enact legislation mandating tight controls on private companies’ use of consumer data akin to those of the GDPR.3 We believe it would be a mistake to take this approach.

Although the US does not have a single, omnibus, privacy regulation (like the GDPR), this does not mean, that the US does not have “privacy law.” In the US, there already exist generally applicable laws at both the federal and state level that provide a wide scope of protection for individuals, including consumer protection laws that apply to companies’ data use and security practices,4 as well as those that have been developed in common law (property, contract, and tort) and criminal codes.5 In addition, there are specific regulations pertaining to certain kinds of information, such as medical records, personal information collected online from children, credit reporting, as well as the use of data in a manner that might lead to certain kinds of illegal discrimination.6

---

4 See, e.g., FTC Act, 15 U.S.C. § 45(a) et seq.
6 As the Association of National Advertisers notes: “[T]he Health Information Portability and Accountability Act (“HIPAA”) regulates certain health data; the Fair Credit Reporting Act (“FCRA”) regulates the use of consumer data for eligibility purposes; the Children’s Online Privacy Protection Act (“COPPA”) addresses personal information collected online from children; and the Gramm–Leach–Bliley Act (“GLBA”) focuses on consumers’ financial privacy; the Equal Employment Opportunity Commission (“EEOC”) enforces a variety of anti-discrimination laws in the workplace including the Pregnancy Discrimination Act (“PDA”) and American with Disabilities Act (“ADA”); the Fair Housing Act (“FHA”) protects against discrimination in housing; and the Equal
In principle the EU’s aggressive new data regulations are based on distinct cultural realities: The EU and its member states have long recognized a fundamental right to privacy and data protection that does not have an analog in the US. Yet, even before adoption of the GDPR in 2016, the EU and its member states operated for the last several decades under the same Charter of Fundamental Rights, but with less restrictive privacy regulations. As the Internet grew in popularity, the EU passed the ePrivacy Directive and the E-Commerce Directive, which established a more or less comprehensive framework of privacy principles that members states would have to implement.

But the GDPR is not a mere extension from the previous practice of the EU; rather, it is a new venture in comprehensive, centralized privacy regulation. It is certainly possible that such a new regulatory venture is wise and warranted, particularly as a manifestation of the EU Charter on Fundamental Rights. But it is also true that—as evidenced by EU practice before the GDPR and under each member state’s national data protection authority—the protection of even a fundamental right to privacy does not necessarily dictate any particular form of regulation. Indeed, the Court of Justice of the EU (CJEU) has declared that “[t]he right to the protection of personal data is not, however, an absolute right, but must be considered in relation to its function in society.”

Further, the CJEU held that

Article 52(1) of the Charter accepts that limitations may be imposed on the exercise of rights such as those set forth in Articles 7 and 8 of the Charter, as long as the limitations are provided for by law, respect the essence of those rights and freedoms and, subject to the principle of proportionality, are necessary and genuinely meet objectives of general interest recognised by the European Union or the need to protect the rights and freedoms of others.

It thus would seem that, even in the EU, competing and pragmatic considerations must be weighed against any particular data protection regime.

This is only more true in the US. In contrast to the EU, a fundamental right to privacy does not exist in the US. The US has, in some circumstances, regarded certain types of privacy as

---


9 Id. ¶ 50.

10 More accurately, American and European traditions with respect to the role and understanding of privacy in society are significantly divergent: Whereas "Continental privacy protections are, at their core, a form of protection of a right to respect and personal dignity[, . . . ] America, in this as in so many things, is much more oriented toward values of liberty, and especially liberty against the state.” James Q. Whitman, The Two Western Cultures of Privacy: Dignity Versus Liberty, 113 YALE L.J. 1151, 1161 (2004), available at https://www.yalelawjournal.org/article/the-two-western-cultures-of-privacy-dignity-versus-liberty.
fundamental, typically as against intrusion by the government,\textsuperscript{11} but it has generally developed a culture of toleration for what may in other countries constitute privacy invasions by private persons or firms.\textsuperscript{12}

This distinction, among others, counsels strongly against the emulation of the EU’s privacy regulatory regime in the US.

Before engaging in a deeply interventionist regulatory experiment, there should be empirically justifiable reasons for doing so; in the language of economics, there should be demonstrable market failures in the provision of “privacy” (however we define that term), before centralized regulation co-opts the voluntary choices of consumers and firms in the economy.

But neither the GDPR nor the CCPA provide any detailed analysis demonstrating that firms are failing to deliver the optimal level of privacy protections based on the various tradeoffs that consumers actually face. It surely might be the case that some consumers, abstractly speaking, would prefer one-hundred percent perfect privacy and security. It is also a certainty that, faced with tradeoffs—including the price of services, the number of features, the pace of innovation, ease of use and convenience—consumers are willing to settle for some lesser degree of privacy and security.

The responsibility of legislators who wish to write legislation that optimizes that set of tradeoffs is two-fold. First, there must be a demonstration that actual failures to provide optimal privacy and security exist, relative to consumers’ revealed preferences. Second, there must also be a demonstration that new legislation will not introduce new costs that dwarf the value they are designed to create.

As we detail below, the available evidence suggests that, at least at this time, there is no demonstrable failure in the market’s provision of privacy protection or the existing legal regime’s ability to regulate it. Moreover, the experimental and theoretical literature also demonstrates that many of the proposed regulatory interventions are at best useless, and at worst destructive.

Getting regulation right is always difficult, but it is all the more so when confronting evolving technology, inconsistent and heterogeneous consumer demand, and intertwined economic effects that operate along multiple dimensions—all conditions that confront online privacy regulation:

[S]ecuring a solution that increases social welfare[] isn’t straightforward as a practical matter. From the consumer’s side, the solution needs to account for the benefits that consumers receive from content and services and the benefits of targeting ads, as well as the costs they incur from giving up data they would prefer to keep private. Then from the ad platform’s side, the solution needs to account for the investments the platform is making in providing content and the risk that consumers will attempt to free ride on


\textsuperscript{12} Compare Restatement (Second) of Torts § 652B Comment c (1977) (“Nor is there liability for... taking [someone’s] photograph while he is walking on the public highway, since he is not then in seclusion, and his appearance is public and open to the public eye.) with Elisabeth Logeais & Jean-Baptiste Schroeder, The French Right of Image: An Ambiguous Concept Protecting the Human Persona, 18 LOY. L.A. ENT. L.J. 511, 514-15 (1998) (Describing foundational French cases where permission from a subject must first be obtained before her image could be taken or displayed).
those investments without providing any compensation—in the form of attention or data—in return. Finally, the solution must account for the costs incurred by both consumers and the ad platform including the costs of acquiring information necessary for making efficient decisions.13

Given the complications confronting privacy regulation, and the limits of our knowledge regarding consumer preferences and business conduct in this area, the proper method of regulating privacy is, for now at least, the course that the Federal trade Commission (FTC) has historically taken, and which has, generally, yielded a stable, evenly administered regime: case-by-case examination of actual privacy harms and a minimalist approach to ex ante, prescriptive or prescriptive regulations, coupled with narrow legislation targeted at unambiguously problematic uses of personal information. Following this approach will allow authorities to balance flexibility and protection.

This approach to privacy protection matches the United States’ historic preference for light-touch regulation when dealing with highly dynamic markets. The Internet in the United States grew up around an ethos of “permissionless innovation”14 in which firms were free to experiment with business models and service offerings, and consumers were essentially free to interact with those services they found valuable relative to the costs, both in terms of money and, relevant here, in terms of personal data.

This environment has been and continues to be essentially based on “opt-out.” Many (if not most) services on the Internet are offered on the basis that user data can, within certain limits, be used by a firm to enhance its services and support its business model, thereby generating benefits to users. To varying degrees (and with varying degrees of granularity), services offer consumers the opportunity to opt-out of this consent to the use of their data, although in some cases the only way effectively to opt-out is to refrain from using a service at all. Over time online services have generally increased the extent of user control over the use of user data, and the type of controls have evolved as both technology and consumer preferences have changed. This trend appears to mirror general consumer preferences with respect to privacy,15 and this evolution of business practice has concomitantly shaped user expectations regarding privacy online.16

U.S. privacy regulators have generally evidenced admirable restraint and assessed the relevant trade-offs, recognizing that the authorized collection and use of consumer information by data companies confers enormous benefits, even as it entails some risks. Indeed, the overwhelming conclusion of decades of intense scrutiny is that the application of ex ante privacy principles across industries is a

14 See A. THIERER, PERMISSIONLESS INNOVATION: THE CONTINUING CASE FOR COMPREHENSIVE TECHNOLOGICAL FREEDOM (Mercatus Center George Mason University 2016).
15 See Avi Goldfarb & Catherine Tucker, Shifts in Privacy Concerns, 102 AM. ECON. REV. PAPERS & PROCEEDINGS 349 (2012) (Reporting the results of empirical research demonstrating that: “(1) Refusals to reveal information have risen over time, and (2) Older people are much less likely to reveal information than are younger people. Our data further suggest that though younger respondents have become somewhat more private over time, the gap between younger and older people is widening”).
16 See Adam Thierer, Public Interest Comment on Federal Trade Commission Report, Protecting Consumer Privacy in an Era of Rapid Change (Arlington, VA: Mercatus Center at George Mason University 2011, 25). (Thierer lists a number of areas where competition between firms has spurred privacy protection).
fraught exercise as each industry — indeed each firm within an industry — faces a different set of consumer expectations about its provision of innovative services and offering of privacy protections.

This background reality does not mean that privacy practices and their regulation should never be debated, nor that a more prescriptive regime should never be considered. But any such efforts must begin with the collective wisdom of the agencies, scholars, and policy makers that have been operating in this space for decades, and with a deep understanding of the business realities and consumer welfare effects involved.

II. Privacy Regulation, Market Failures, and Regulatory Restraint

In evaluating the contours of possible privacy legislation it is crucial first to ask why—and even whether—such legislation is needed. And before imposing regulatory burdens it is crucial to question the underlying merits of politicized claims and political movements that may purport to represent overwhelming consumer interests but that may, in fact, do nothing of the sort.

Thus a vital question in the privacy protection space is whether and why markets operating without specific privacy regulation lead to a sub-optimal provision of privacy protection. Without starting with this inquiry, it is unclear what problems legislation is needed to address; and without knowing its purpose, any legislation is likely to be ineffective, at best, and may in fact make things worse, by increasing costs for consumers and businesses alike, mandating harmful prescriptions for alleged privacy harms, or exacerbating the risks of harm—or all of the above.

Particularly in the US, where privacy is treated both legally and socially as more of a consumer preference (albeit perhaps a particularly important one) than a fundamental right,\(^{17}\) it is difficult to determine whether our current regime produces the “right” amount of privacy protection. It is not enough that advocates and particularly privacy-sensitive consumers think there should be more, nor is it enough that there have been some well-publicized violations of privacy. Indeed, the fact that revealed preferences in the market tend toward relatively less privacy protection is evidence that advocates (and some legislators) may be seeking to create privacy protection for which there is simply no demand, beyond their own idiosyncratic preferences. Absent a pervasive defect that suggests a broad disconnect between revealed and actual preferences,\(^ {18}\) and given the costs, we should be extremely cautious about adopting more invasive regulation.

With this in mind, it is important to look at the purported market failures that have been put forward to justify the adoption of privacy regulations. Doing so offers a hint as to whether privacy regulation is filling critical gaps in the market or whether, instead, certain elements of privacy regulation are white elephants that may cost more to society than the limited benefits they bring.

---

\(^{17}\) Except, of course, where it comes to government access to private information, e.g., under the Fourth Amendment. See supra notes 10-12 and accompanying text.

\(^{18}\) And some of these have indeed been suggested, as we discuss in this section, infra.
A. The Conditions that Potentially Justify Privacy Regulation and the Likelihood of their Occurrence

1. Information asymmetry

One potential privacy failure stems from the fact that consumers may be insufficiently informed about firms’ use of their personal information and about the potential risks that this entails. If this were the case, we would likely expect to see either or both of the following scenarios unfolding: (Error! Reference source not found.) services offering relatively higher levels of privacy protection exit the market because of adverse selection; or (b) consumers offering “too much” private information because they underprice the costs associated with sharing data. Both of these outcomes are unlikely to occur in practice.

The notion that information asymmetries can lead to a “market for lemons” in which only lower quality goods or services are offered for sale was famously formalized by George Akerlof in his Nobel-winning article. Akerlof argued that when products vary in quality but buyers are unable to ascertain the quality of a good before they make a purchase, potential sellers of higher quality goods will be unable to capture their investment in quality. As a result, such sellers will exit the market (or never enter) and the average quality of goods on the market will be lower than would be the case if buyers could ascertain quality in advance.

This phenomenon is generally referred to as “adverse selection.” The underlying intuition is that, because buyers cannot ascertain a good’s actual quality, their reserve price is based on its expected quality. This discourages firms from selling high quality goods because they cannot obtain superior revenue from them. In turn, this further decreases the average quality of the goods that are sold. This has a knock-on effect on the price that consumers are willing to pay and the pool of goods that is sold.

Some authors have recently voiced concerns that something similar might be occurring in the case of personal data. They argue that consumers are unable to ascertain the quality of a firms’ privacy policy ex ante. As a result, firms may have insufficient incentives to introduce consumer-friendly policies.

There are problems with this story, however. First and foremost, firms’ privacy policies are generally hidden in plain sight. For users that really care about privacy, all the information they require is readily available. And it is hardly any more of a secret when firms change their privacy policies: experts pay attention to these changes, summarize them, and pass them through to consumers in

21 Id.
more easily digestible formats. A recent example of this phenomenon occurred when the GDPR go-
live date was approaching, and articles about privacy policy updates abounded.\textsuperscript{22}

But even less obvious privacy policy changes have previously garnered popular attention. Electronic
Frontier Foundation, a digital rights advocacy organization, has tracked changes to Facebook’s pri-
vacy policy for years, to take one example.\textsuperscript{23} And in response to this scrutiny, Facebook has made
changes over the years to accommodate user concerns.\textsuperscript{24} Of course, Facebook has also made other
mistakes in its handling of user data—Cambridge Analytica, to take one recent example—but even in
that case, the failures that occurred were discovered after the company had \textit{already} changed the way
it altered data in order to alleviate user concerns.

To the extent that consumers actually care about the privacy of their information, and short of fraud
or deception (both of which are addressed by existing tort, consumer protection, and criminal laws),
they are able to find out what policies apply to their information and to take steps to mitigate if
needed. In some cases this means simply refusing to interact with a service that offers an insufficient
take-it-or-leave it privacy policy. Indeed if concern for privacy is sufficiently strong, even a mere \textit{lack}
of information about a services’ policies can induce users to exit the market, thus pushing against
the market for lemons.

In other cases, however, the reality of consumer knowledge means simply employing the widely avail-
able self-help tools that address most users’ concerns. Most users “pay” for online services by having
their data collected and then seeing targeted ads or having that information sold for other uses.
Those who wish to avoid such data collection or use must generally pay for the products directly,
but often they have options to do just that. Among other things, those consumers can generally pay
by purchasing services that don’t collect or use data in objectionable ways (for example, self-hosted
or other paid email services instead of Gmail) or by using services that may have lower quality or
other, different characteristics, but that don’t collect data (for example, search engines that don’t
collect data but may not be as effective as those that do). Similarly, there are a number of third-party
mechanisms (like ad-block applications, VPNs, or incognito browsing) that can minimize the expo-
sure of data at some cost to underlying product functionality.

The entities that supply these third-party services, of course, have strong incentives to ensure that
users are aware of the privacy practices of the primary services they frequent, and thus they, too,
assist in overcoming any information asymmetries that may persist. Meanwhile, the FTC and other
consumer protection regulators undertake to educate consumers regarding privacy and data security

\textsuperscript{22} See, e.g., Arielle Pardes, \textit{What is GDPR and Why Should You Care?}, WIRED, May 24, 2018, available at

\textsuperscript{23} See, e.g., Kurt Opsahl, \textit{Facebook’s Eroding Privacy Policy: A Timeline}, ELECTRONIC FRONTIER FOUNDATION, Apr. 28, 2010,
Facebook Teams Up With Data Brokers to Show You Targeted Ads}, ELECTRONIC FRONTIER FOUNDATION, Apr. 22, 2013, available at

\textsuperscript{24} Juliette Garside, \textit{Facebook bows to pressure on privacy setting for new users}, THE GUARDIAN, May 22, 2014, available at
https://www.theguardian.com/technology/2014/may/22/facebook-privacy-settings-changes-users.
risks and mechanisms to address them, and have undertaken numerous enforcement actions against firms that they believe have misled or defrauded consumers with respect to the use of personal information.

The unlikelihood of a market for lemons in privacy is compounded by the fact that most online consumers are best viewed as repeat purchasers. Users of social networks, such as Facebook, Instagram, and LinkedIn, generally provide new information on a regular basis. As soon as a platform uses consumers’ data in a way that harms them, those same consumers are more likely to defect if they believe the firm is likely to continue its substandard protection of data. The #DeleteFacebook campaign in the wake of the Cambridge Analytica data breach demonstrates this consumer response.

Furthermore, it is not always the case that offering more privacy protective services is more expensive for firms, and thus they may in some cases have an incentive to offer them even without pressure from consumers. For example, retaining consumer data for long periods of time increases the costs of storage; collecting, storing, and processing more and different types of data is expensive, and in many cases it is not readily monetizable.

Consider the manufacturer that exercises market power by skimping on quality in order to pad profits. Why do profits increase when, for example, a cookie maker uses less sugar or inferior cocoa powder, or an automobile manufacturer uses low quality paint or electronics? Ceteris paribus, profits rise because inferior inputs tend to mean lower costs. In this manner, a reduction in quality with the price held constant is analogous to an increase in price.

Contrast this situation with an online publisher that decides to collect and mine additional consumer data. Distinct from the reduction in quality scenarios above, the online publisher does not profit automatically by reducing consumer privacy. Taking additional consumer data is not the same as skimping on quality, because collecting, storing, and analyzing data is an additional cost.

While it is certainly true that this dynamic may have limited effect where data may simply be sold or where its very use is part of the services offered (e.g., many social networks), it remains the case that the adverse selection effect is dampened to the extent that “lower quality” does not equate with “lower price.”

It must be noted, however, that lack of full information can lead to a potential “moral hazard” problem. In this case, the information that consumers may lack (or care sufficiently about) concerns other people or broader public goods. Under these conditions, users may share too much information or

---


willingly take on too much risk of information exposure—the so-called “moral hazard”—either because they don’t know of the effect beyond themselves, or because they don’t internalize these costs.

In the modern data economy it is often the case that data about one person can reveal information about other people; the Cambridge Analytica kerfuffle demonstrated this. A study by MIT students showed that men’s sexual orientation can be predicted by an analysis of social network sites such as Facebook, even if they do not share information about their sexuality. In this case, the inference was possible because data analytics reveal that homosexual men have proportionally more gay friends than straight men, which allows one to predict sexual orientation based solely on the sexuality of their friends (information that the friends may have revealed, even if a particular user chose not to).28

Given certain data that may correlate with certain personal characteristics, it is possible that information about a person can be gleaned, at least to some extent, from information shared by others. It may also be the case, for similar reasons, that national security or the protection of other interests (say, trade secrets) could also be compromised to some extent by the sharing of data, and thus that these interests may also not be sufficiently taken account of in individuals’ data sharing decisions.

This externality may be positive or negative, and, of course, the sign and magnitude of the effect can depend upon users’ idiosyncratic privacy preferences with respect to each aspect of information. Which effect predominates overall or in any particular instance is unclear. While advocates of strong privacy protections assume that negative externalities predominate, there really is no reason to think this is correct, and there is no evidence that we know of to suggest it is. Indeed, while there may be externalities from the collection and use of personal information, there are also externalities from limits on them to the extent they contribute to innovation. As Jones and Williams have shown, the social benefits of R&D are significantly larger than the internalized, private benefits.29

And, at the same time, individuals’ preferences to withhold information or otherwise prevent it being shared may not account for the benefits such sharing would confer, even in cases where most of us would agree that the information at issue seems precisely the sort that should be protected. To take one example from a recent FTC workshop on the issue,30 consumers may (understandably) strongly prefer to keep hidden from their social network connections ads that could appear indicating that the user purchased a home HIV test kit, if such data is used by the network to target ads to the users’ connections. It may be that the revelation that the user bought an HIV test imposes a high cost on the user. But it may also be that the revelation would alert the user’s sexual partners to their risk of infection and cause them to take their own precautions. Under these circumstances, the net benefit from the sharing of the information may be quite positive, even though the user may not take account of those external benefits.

29 Charles I. Jones & John C. Williams, Measuring the Social Return to R&D, 113 Q. J. ECON. 1119 (1998) (estimating that the social return to R&D investment far exceeds the private return, meaning existing incentives for innovation are already lower than optimal).
2. The ignorance of consumers

Relatedly, the ignorance of users regarding the purported importance of threats to their personal information has been suggested as another justification for relatively more-heavy-handed, mandated privacy protections. At the core of this concern is that it is not just that consumers are unable to properly ascertain whether a firm will protect their personal information, but, more fundamentally, they might not even be aware that privacy protection and data security are relevant or important issues. Under this framing, mandating privacy disclosures and other default behaviors (like opt-in) by firms not only serves to inform consumers about each firm’s specific privacy policy, but also to raise awareness about privacy issues in general and provide presumptive protections against over-sharing that runs counter to consumers’ actual best interests.

However, the idea that most (or even many) consumers are entirely ignorant of privacy issues seems at odds with current developments in the area of privacy protection. The fact that the Cambridge Analytica scandal occupied the front pages of newspapers for weeks, slowed user growth on the Facebook platform, and wiped billions off Facebook’s market capitalization is a testament to the importance that consumers attach to privacy issues.

Of course, a small minority of consumers may indeed be ignorant of privacy issues. Thankfully, they will almost certainly be protected by the operation of the relatively more privacy-conscious consumers existing in the same market. An analogy with the monopoly pricing of traditional goods is useful here. Just because one consumer has an exceedingly high valuation for a good does not mean that firms, even monopolists, will be able to extract that agent’s entire consumer surplus. Monopolies almost systematically leave some buyers with consumer surplus. To attract marginal consumers, a monopolist must forgo profits on its inframarginal users (i.e. charge them a price that is lower than their reserve). This remains true as long as the monopolist cannot perfectly price discriminate at reasonable cost. A similar dynamic applies to so-called “contracts of adhesion,” which, although typically unread and un-negotiated by the majority of consumers, nevertheless are found to offer largely efficient combinations of terms and prices because they must offer competitive terms to the particularly sensitive (marginal) consumers who do read them.

The same logic applies to privacy protection. Although a small subset of users may be totally ignorant of privacy issues, firms cannot cash in on this ignorance because they are unable to identify these ill-informed users and write-up a separate privacy policy for them. This applies a fortiori when there is competition between online firms to attract them. Just as consumers do not need to shop around to get competitive prices in markets for physical goods, each individual does not have to be aware of a firms’ privacy policy to benefit from competitive terms. In other words, a committed minority of

---

31 See Alessandro Acquisti, Curtis Taylor & Liad Wagman, The Economics of Privacy, 54 J. Econ. Lit. 442 (2016).
35 See Frank H. Easterbrook, Cyberspace and the Law of the Horse, U. CHI. LEGAL F. 207, 214-15 (1996) (“[I]t is foolish to complain about contract terms. These all are mediated by price. ‘Better’ terms (as buyers see things) support higher prices,
privacy-conscious individuals enable relatively less informed agents to enjoy a competitive level of privacy protection.

The virtuous influence that highly-informed consumers exert on their peers is likely to be even more pronounced when markets present network effects, as is often the case with online platforms. Network effects occur when a consumer’s utility for a good is, at least in part, a function of the expected number (and quality) of other agents using the same product. Although it is often mentioned that network effects are self-reinforcing (adding users to a network will attract even more users), the inverse is also true. One group of users leaving a network may cause the whole platform to enter a “death spiral.” For this reason, online platforms are likely to be particularly wary of losing users for privacy-related reasons. More generally, the self-reinforcing nature of network effects also explains why user adoption is such a crucial metric for firms operating in the digital economy.

Finally, even if it transpires that consumers are globally ignorant of privacy issues, top-down regulation is still unlikely to be the solution. Two scenarios are possible. A first possibility is that users do not attach any value to privacy matters, even when they are perfectly informed. If this is the case, then there is no scope for privacy regulations to improve consumer welfare; consumers are simply indifferent to the use that is made of their personal information.

A second possibility is that users would attach some value to privacy matters if only they were properly informed—in other words, there is some latent demand for privacy protection. But, unless there are widespread monopoly market failures, firms have an incentive to ferret out this preference, seize upon this latent demand, and, because of the pressures of competition, provide the welfare-maximizing level of privacy protection. This second scenario seems to be supported by empirical evidence.

The upshot is that users being uninformed does not amount to a privacy market failure, so long as there is actual or potential competition for their patronage.

It is also important to recognize that apparent indifference to a variety of potential privacy harms may not, in fact, be the result of ignorance, but rather an informed preference. When consumers do decide to join or remain on a platform, it may be safe to assume—especially now that several high-profile data breaches have occurred—that their decisions to do so account for the expected losses that they may suffer with regards to their personal information.

36 See, e.g., Michael L. Katz & Carl Shapiro, Systems Competition and Network Effects, 8 J. ECON. PERSP. 93, 96 (1994).
38 See Michael L. Katz & Carl Shapiro, supra note 36, at 96.
40 It is demonstrably true inasmuch as consumers continue to use Facebook, Google et al now that they know more about the potential for data breaches “and misuse. However, in surveys consumers contradict themselves: Kimberly Collins, As consumers expectations rise, brands find new data to personalize experience, CLICKZ, Sept. 17, 2018, available at
are, at the very least, revealing that they value the services of a platform more than the expected “price” they might pay through the unauthorized revelation of their information. Barring severe information asymmetries (which seems implausible following the aforementioned data breaches),

it is likely reasonable to conclude that data security issues are priced into consumers’ dealings with online platforms.

3. **Data monopolies**

Several of the dynamics discussed above turn on the presence of product market competition to ameliorate the effects of perceived defects like information asymmetry. Thus, the possibility that, at least in certain markets, “data monopolies” tend to emerge presents another potential justification for imposing relatively more onerous privacy requirements. The premise is that markets that rely heavily on consumer data are inherently prone to monopolization. This is notably said to stem from so-called “data network effects,” and allegedly results in insufficient privacy protection for users. A closer inspection of numerous digital markets suggests that this concern is overstated, however.

For a start, it is wrong to assume that data-intensive products necessarily lead to winner take all situations, akin to those that may occur in the presence of network effects. As Hal Varian aptly demonstrates, unlike network effects, data does not produce value in and of itself. Instead, data must be analyzed to create value. As a result, companies cannot merely outcompete their rivals by acquiring superior or larger datasets: they must also hire the best data engineers and “learn by doing.” Because of this, there is no necessary data “positive feedback loop” and an industry’s heavy reliance on data does not necessarily lead to higher concentration. For instance, brick and mortar retailers make heavy use of their consumers data and yet there is no reason to believe that these markets are particularly prone to concentration.

And, even where there are network effects, there is little reason to believe that this would make data-reliant markets less competitive. Although some scholars have voiced fears that network effects may lead to highly concentrated markets, not all markets with network effects will eventually tip towards a single winning firm. Moreover, in those cases where network effects do lead to lopsided market distributions, potential competition from smaller competitors or new entrants may constrain the behavior of incumbents. In this case, the presence of network effects might merely substitute competition “in the market” with competition “for the market.” In other words, these effects do not

---

41 See supra, at notes 19-30, and accompanying text.


44 Id.

45 This is especially true in the presence of heterogeneous consumer preferences and differentiated products. See Shapiro & Katz, supra note 36, at 106.

necessarily prevent entry by more-efficient and/or innovative rivals, nor do they preclude the creation of another market entirely through disruptive innovation. And, as the basic premise of this RFC demonstrates, privacy is certainly one dimension along which these firms continue to compete. There exist privacy-oriented alternatives to browsers and search engines, for example, and even in the cellphone market—which is often characterized as a duopoly of iOS and Android—Apple touts its more protective approach to security and privacy as a major feature of its iPhones.

The notion that network externalities may benefit user privacy is also backed by economic findings concerning two-sided markets. In a highly acclaimed paper, Mark Armstrong has shown that competition between multi-sided platforms may result in particularly intense competition to acquire single-homing users (who are present on only one of many competing platforms). This is often, though not always, the case for users of social networks, search engines, game consoles and of online retail platforms. Because there will be intense competition to attract these exclusive consumers (often resulting in zero nominal prices), any latent demand for privacy protection is likely to be met by competing firms.

There is thus little reason to believe that the presence of network effects would necessarily lead to inferior privacy protections for users. On the contrary, as has already been mentioned, network effects are a double-edged sword that are likely to result in platforms catering closely to the needs of privacy-conscious users and thus benefiting all other users on the network.

Moreover, there is reason to believe that the competitive process itself is fully capable of protecting privacy interests. In their empirical study of consumer preferences and firm behavior with respect to consumer privacy protections, Tsai et al. found that businesses may use technological means to showcase their privacy-friendly privacy policies and thereby gain a competitive advantage. In other words, businesses may direct their policies and their information systems to strategically manage their privacy strategies in ways that not only fulfill government best practices and self-regulatory recommendations, but also maximize profits.

The market is the best disciplining force for correcting firms that stray from consumer preferences. Firms are driven by the profit motive, which is to say that if the non-ad supported, privacy-oriented products that already exist—and that comport with the notion of, for example, an opt-in regulatory requirement—were actually offering a service that consumers desired at a price they were willing to
bear, those services would thrive, and the less privacy-sensitive options would be forced to shift their practices. No barriers to entry, regulatory impediments or the like prevent such services from operating or succeeding, other than, it seems, lack of consumer demand (particularly in light of the research noted above suggesting that firms would be willing to profit from providing greater levels of privacy).

Firms in technology-intensive industries, moreover, frequently find it difficult to maintain dominance in a market, which puts further pressure on those firms to compete on price and quality. The classic example is Schumpeterian competition, in which firms leapfrog one another in a series of short-lived monopolies, each achieved through technological advance and maintained only so long as the then-monopolist can maintain its advantage. While this may bear the superficial hallmarks of monopoly, such dynamic competition in technology markets is actually perfectly consistent with strong competition and procompetitive outcomes. Each successive “winning” firm must be committed to investing its profits in developing new and better technologies in order to try to preempt or co-opt the next technological wave and maintain its position.

Further, particularly in markets characterized by high degrees of technological change, potential competition can operate as effectively as—or even more effectively than—actual competition to generate competitive market conditions:

[In industries... where technological change is rapid, competition for the market may provide more benefits to consumers than competition in the market. Where competition for the market is important, the number of competitors in the market at any point does not usefully measure the extent to which competitive processes underlie market behaviour.]

As applied here, if privacy-protections are important to consumers, firms in technology-heavy industries that are competing for the market have a sharp interest in meeting that consumer demand. The fact that at any given time only a single, or only a few, firms comprise an industry does not mean that the industry is not responsive to consumers’ preferences—for privacy as for all other aspects of the products and services they consume.

a. Exploitative and anticompetitive data usage

Some scholars have argued that firms may use personal data to charge “exploitative” prices to consumers. The claim is that this allegedly undesirable practice is facilitated by access to personal


information that may allow firms to more effectively price discriminate, anticipate consumer demand, and charge supra-competitive prices despite there being ostensible competition in the market. There are important objections to these assertions.

First and foremost, critics routinely miss the fact that, absent significant barriers to entry, no firm can expect to earn supra-competitive profits for an indefinite period of time. This includes profits derived from data-driven price discrimination. The reason for this is straightforward. One firm earning high profits will inevitably attract entry from competitors and/or encourage consumers to switch towards rival firms. This arbitrage ultimately leads to lower prices and to more privacy practices that comport with user expectations as a quality dimension of competition.

Second, even if a firm could price discriminate without the threat of arbitrage, high-value consumers would have huge incentives to withhold their personal information and/or send deceptive signals that they are low-value purchasers. When this is the case, the ability to acquire detailed consumer information may, counterintuitively, lead to lower prices and higher consumer welfare. 59

III. The Costs of Departing From Current US Privacy Regulations

All regulation comes at a cost. Even well-intentioned regulation designed to protect the privacy of individuals must be evaluated in terms of both the benefits it provides to individuals as well as the costs to those same individuals, the firms they contract with, and social welfare. Moreover, protecting “privacy” is not a straightforward task: What we think of as privacy is actually an umbrella covering many related concepts, each with their own separate complicating factors. 60 As some economists have aptly pointed out:

If our perusal of the theoretical economic literature on privacy has revealed one robust lesson, it is that the economic consequences of less privacy and more information sharing for the parties involved (the data subject and the actual or potential data holder) can in some cases be welfare enhancing, while, in others, welfare diminishing. 61

With this in mind, digital privacy regulations, such as the GDPR and the CCPA, can have important intended and unintended consequences that could significantly harm consumer welfare in the long run. These include misunderstanding consumer preferences, requiring excessive data protection, mandating business models, imposing compliance costs that potentially exceed to benefits of those regulations, crowding out superior privacy offerings stemming from the private sector, and protecting some companies’ market power.

B. Opt-in Versus Opt-out

The most significant and problematic deviation from existing US practice exhibited by the GDPR and CCPA approaches is the switching of the default presumption concerning data use from “opt-out” to “opt-in” for a significantly expanded class of data.

60 Acquisti, et al., supra note 31, at 443.
61 Id., at 462.
The problem is that “[o]pt-in’ provides no greater privacy protection than ‘opt-out’ but imposes significantly higher costs with dramatically different legal and economic implications.”

In staunching the flow of data, opt-in regimes impose both direct and indirect costs on the economy and on consumers, reducing the value of certain products and services not only to the individual who does not opt-in, but to the broader network as a whole. Not surprisingly, these effects fall disproportionately on the relatively poor and the less technology-literate.

Furthermore, empirical research shows that opt-in privacy rules reduce competition by deterring new entry. Thus, the seemingly marginal costs imposed on consumers by requiring opt-in can have a significant cumulative effect on competition: “[R]ather than increasing competition, the nature of transaction costs implied by privacy regulation suggests that privacy regulation may be anti-competitive.... [I]n some cases where entry had been profitable without regulation, [some firms] will choose not to enter.”

For these reasons, when data usage is consistent with “the context of the transaction or the company’s relationship with the consumer,” regardless of the sensitivity of the data involved, the FTC does not generally require even choice, let alone affirmative consent, before a company collects or uses consumer data. For those data uses that do fall outside the context of the transaction, the FTC requires “affirmative express consent” (opt-in consent) only for uses of particularly sensitive data.

An opt-in requirement effectively implies a determination that unauthorized data uses are presumptively harmful. But the mere fact that a consumer’s information may be used in ways that the user doesn’t expect or understand does not mean that such use is harmful to consumers individually or in the aggregate. Whether such uses are desirable, or on net are beneficial or harmful to consumers, is enormously context- and person-specific. But it does seem to be the case that presumptively determining these transactions does not benefit consumers:

“Opt-in” is frequently portrayed as giving consumers greater privacy protection than “opt-out.” In fact, the opposite is true. “Opt-in” provides no greater privacy protection than “opt-out” but imposes significantly higher costs with dramatically different legal and economic implications.
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Similarly:

[T]he opt-out regime produces better welfare results than the anonymity regime, which in its turn is better than the opt-in regime. Therefore, from a social welfare point of view, it matters whether opt out or opt in is adopted as the privacy standard.69

And, of course, an opt-in regime is indeed more expensive than an opt-out regime.70 As Fred Cate and Michael Staten detail, the costs can fall widely on both consumers and providers, can be significant, and can deter valuable information exchange:

[Consider the experience of U.S. West, one of the few U.S. companies to test an “opt-in” system. In obtaining permission to utilize information about its customer’s calling patterns (e.g., volume of calls, time and duration of calls, etc.), the company found that an “opt-in” system was significantly more expensive to administer, costing almost $30 per customer contacted. To gain permission to use such information for marketing, U.S. West determined that it required an average of 4.8 calls to each customer household before they reached an adult who could grant consent. In one-third of households called, U.S. West never reached the customer, despite repeated attempts. Consequently, many U.S. West customers received more calls than in an “opt-out” system, and one-third of their customers were denied opportunities to receive information about valuable new products and services.71

As this example suggests, the crucial problem with an opt-in regime is that it staunches the flow of data, imposing both direct and indirect costs on the economy and on consumers:

An “opt-out” system presumes that consumers do want the convenience, range of services, and lower costs that a free flow of personal information facilitates, and then allows people who are particularly concerned about privacy to block the use of their information. Put another way, the “opt-out” system sets the default rule to “free information flow” and lets privacy-sensitive consumers remove their information from the pipeline. In contrast, an “opt-in” system presumes that consumers do not want the benefits stemming from publicly available information, and thereby turns off the information flow, unless consumers explicitly grant permission to use the information about them.

In other words, an “opt-in” system sets the default rule to “no information flow,” thereby denying to the economy the very lifeblood on which it depends. Companies that seek to use personal information to enter new markets, target their marketing efforts, and improve customer service must rebuild the pipeline by contacting one customer at a time to gain their permission to use information.

Consequently, an “opt-in” system for giving consumers control over information usage is always more expensive than an “opt-out” system.72
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Finally, empirical research shows that opt-in privacy rules deter competition by deterring new entry. The seemingly marginal costs imposed on consumers by requiring opt-in can have a significant cumulative effect on competition:

[M]ost privacy regulation requires firms to obtain one-time individual consumer consent to use consumer data (rather than the consent requests increasing with the amount of data used). Therefore, privacy regulation imposes transaction costs whose effects... will fall disproportionately on smaller firms. Consequently, rather than increasing competition, the nature of transaction costs implied by privacy regulation suggests that privacy regulation may be anti-competitive.

* * *

[In] competition between a generalist firm offering products that appeal to a variety of consumer needs and a specialist firm offering a product that serves fewer consumer needs,... privacy regulation can preclude profitable entry by the specialist firm. Under regulation, the extra costs required to obtain consent mean that in some cases where entry had been profitable without regulation, the specialist firm will choose not to enter. The generalist firm then captures the whole market. This implies that privacy regulation can increase the advantage enjoyed by a large generalist firm. This deprives consumers of the higher-quality niche product offered by a specialist firm, which represents a loss that must be balanced against any gain to consumers due to the increased privacy.73

Mandating opt-in, on its own, can be damaging enough, but laws like the CCPA compound the injury by disallowing firms to shift their pricing models in response. Businesses are forbidden from refusing to deal with consumers who decline to opt-in, or of even from charging them higher prices in spite of their lower overall profitability to the firm.74 Such price controls effectively benefit those who choose to opt out of the use of their data, at the expense of those who do not opt out, and will inevitably result in lower levels of investment in innovation, to the detriment of all consumers.

**C. Mandating Transparency and Fairness**

While it may be true that many consumers are ill-informed,75 it is not clear that a government-imposed mandate on companies to process information “lawfully, fairly and in a transparent manner”76 will do anything to make consumers better informed. First, if a company is not behaving lawfully, then it is unclear that a government regulation will do anything to stop such unlawful behavior. Second, fairness is a highly subjective term open to interpretation—and abuse. Third, and perhaps most important, government mandates for “transparent” information processing are often counterproductive.77 Consider the example of mandatory disclosures of information on packaged food, which have resulted in an over-abundance of information, leading to a decline in the use of such labels by consumers—and leading to further attempts to provide more useful and useable

---

73 Campbell, Goldfarb & Tucker, supra note 65, at 48-49.
74 Cal AB 375 § 1798.125. (a) (1).
75 But, see, supra, notes 31-40 and accompanying text.
76 GDPR at Article 5 (1).
information on the part of food companies and governments, many of them also unhelpful. Likewise, consider the mandatory disclosure requirements for financial transactions, which have led to an explosion of form-filling but done little to improve consumer decision-making and may have undermined it, due to the great length of many such disclosures and resultant information processing fatigue.

Further complicating matters, consumers’ preference for privacy, and similarly the benefits they derive from sharing information or from less protective uses of their information by firms, vary throughout the population. The relationship between privacy and quality is purely subjective: Saying that a publisher’s decision to collect and analyze additional data reduces the quality of its service is akin to saying that a restaurant’s decision to replace corn with green beans on its menu lowers the quality of its food. These statements will likely be true for some, but are false for others. There is no right answer.

This makes it problematic to adopt policies aimed at mandating increased privacy protections because, for many people, these policies will harm them, even as the very same policies will benefit others. The upshot is that it is unclear what fairness entails for data processors, and thus what it means to comply with such a requirement. This introduces significant discretion on the part of enforcers into the system. Whether their sense of fairness better comports with overall social preferences is perhaps even less likely.

D. Compliance Opportunity Costs

The enactment of privacy regulations will often involve substantial costs for firms. Compliance with legal requirements that go beyond optimal protection measures and may entail inefficient direct costs, and the costs of government reporting, erroneous enforcement, and vexatious litigation can be substantial. In general, at least some of these costs will be passed on to consumers, either in the form of higher prices, lower quality, or less innovation, and these costs can offset or wipe out any possible gains from greater privacy protections.

In addition to these direct and indirect costs, privacy regulations may also entail substantial opportunity costs. These costs include the redirection of firms’ engineers, lost business opportunities, and forgone investments.

---
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It has been estimated that American S&P 500 companies and UK FTSE 350 companies spent a combined total of $9 billion to comply with the GDPR in the year running up to its entry into force alone, for example. These figures do not include the significant costs incurred by smaller firms, firms that originate from other countries, and the expenses that businesses will have to incur in the future to stay in compliance with the GDPR.

But the costs do not stop there. The adoption of the GDPR has not magically conjured up an army of engineers to ensure compliance with its provisions. Instead, there is a vast opportunity cost involved, as many engineers have been forced to spend significant amounts of their time working on these issues. This is time that could otherwise be put to more productive uses, such as better managing supply chains, improving existing products and user experiences, and developing new and innovative goods. It is impossible to put a precise number on this cost, though its potential breadth is significant (the GDPR has no de minimis carve outs, which means that even tiny companies must ensure they comply with its provisions).

It is also important to account for the effects of privacy regulation on firms’ ability to adopt efficient business practices or to engage in data-based innovation. Data (information) regulation (as opposed to other types of regulation) is particularly likely to affect institutional structure. As Luis Garicano notes:

Organizations exist, to a large extent, to solve coordination problems in the presence of specialization. As Hayek pointed out, each individual is able to acquire knowledge about a narrow range of problems. Coordinating this disparate knowledge, deciding who learns what, and matching the problems confronted with those who can solve them are some of the most prominent issues with which economic organization must deal.

Regulations that affect how firms can collect, store, use and disseminate information may thus have significant effect on firm governance and organization.

This dynamic could manifest itself as companies simply choosing to collect and use less data, but it could mean a lot of other things as well. It could affect corporate organization (e.g., deterring vertical integration or creating “data firewalls” between different divisions of a company), encourage limits on the geographic scope of data collection or operation, affect the mechanisms for determining executive compensation, or (further) encourage jurisdictional considerations to dictate incorporation and principal place of business decisions. While choosing second-best options is rational from the perspective of regulated parties, it is nevertheless costly to society, both in terms of the firm’s efficient operation relative to its operation in a viable alternative regulatory regime and to consumer welfare generally.

---


83 See GDPR Art. 2.

To take just one example, privacy regulations could arguably make it harder for companies to price discriminate, even in those instances where this would be welfare-enhancing. The most obvious example is that of insurance markets. At the extreme, protecting users’ privacy may prevent firms from obtaining information relevant to the setting of insurance premiums and compensation amounts. To the extent that this prevents insurers from better aligning premiums and risk, it impedes the role of premiums in accurately signaling risk and encouraging risk reduction. Moreover, to the extent that insurance companies would find it difficult or impossible to use subscribers’ smartphone or GPS data and the like in assessing risk, it would increase these firms’ administrative costs and may preclude them from offering lower premiums.

At the same time, mandating opt-in consent before firms may use data in novel ways will, at the margins, deter experimentation and innovation by all firms. It will impede the ability of firms to offer innovative product improvements, but also even to monetize their current products and services through the use of consumer data. The end result may be higher direct prices for consumers as well as fewer quality improvements over time.

E. Crowding Out

Another unintended consequence of mandating certain modes of privacy protection is that regulation may preempt private entities from offering differentiated or even superior protection on their own.

This pitfall is notably illustrated by Blockchain technology’s rocky relationship with Europe’s GDPR. Blockchain is the fruit of efforts by some of the most privacy-conscious individuals on the planet. At its core, blockchain technology usually implies partial or even total anonymity. While the most successful distributed ledgers, such as Bitcoin and Ethereum, are not fully anonymous (the ledger of completed transactions is public, though the contents of each transaction is private), other projects such as Monero and Zcash offer total privacy to their users. Details aside, the distributed ledger industry is, in no small part, a reaction to fears about privacy and centralization in mainstream web services.

Given this, one could be forgiven for thinking that blockchain technology would obviously comply with the requirements set out in the GDPR. But nothing could be further from the truth. In fact, the GDPR could potentially present a significant stumbling block to the wider adoption of
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distributed ledger technology. Indeed, some of the GDPR’s requirements, such as the right to erasure and amendment, are virtually incompatible with the immutable nature of the blockchain ledger.

The fact that blockchain might not comply with the GDPR is a clear case of what Nassim Taleb calls “Wittgenstein’s ruler.” He observes that

[unless you have confidence in the ruler’s reliability, if you use a ruler to measure a table you may also be using the table to measure the ruler. The less you trust the ruler’s reliability, the more information you are getting about the ruler and the less about the table.]

In the case at hand, the fact that blockchain technology does not comply with the strenuous requirements of the GDPR says more about the regulation’s rigidity and its inability to adapt to new technology (even though it has only just entered into force) than it does about blockchain’s lack of privacy protection.

Privacy regulation may also crowd out self-help products. These technologies and companies enable consumers to withhold data, send signals they are low-value purchasers, and exert more granular control over data. High profile examples of these technologies include ad blockers and VPNs. By potentially negating the need (or the perceived demand) for these products, regulation may effectively drive these firms out of business—firms whose specialized research and development may potentially yield relatively more optimal degrees of protection.

All of this has important downsides. In effect, regulation will shift the burden and decision-making regarding privacy protection from consumers, notably by using third-party products, onto online platforms operating under strict constraints. This may lead to both inadequate privacy protection and protection provided at a higher cost.

Unlike government intervention, which can misread potential demand for a given set of protections, self-help technologies act as revealed preferences. Their success or failure conveys valuable information about the type and quantity of privacy protection that is actually important to users. In turn, firms can monitor the success of these products and incorporate valuable privacy features into their own offerings. Arguably this is what has happened with browsers incorporating ad blockers, for example.

To make matters worse, by imposing command and control obligations on firms, regulation ignores the possibility that they might not be the least cost avoiders. In other words, it is plausibly more efficient for society to encourage users to withhold their personal information than to force firms to put in place costly measures designed to protect it. By legally preventing firms and consumers from reallocating the rights that exist between them, the strictest privacy regulations may ultimately harm consumers and firms alike.
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F. Entrenching Incumbent Firms

Finally, the adoption of privacy regulation may also have a significant effect on competition. Not only do these regulations potentially favor large incumbents over innovative startup companies, they may also induce firms to make costly choices regarding the business models that will prevail in affected sectors.

For a start, numerous economists have pointed out the privacy regulation tends to entrench established incumbents. For instance, Campbell, Goldfarb and Tucker show that “a potential risk in privacy regulation is the entrenchment of the existing incumbent firms and a consequent reduction in the incentives to invest in quality. These incentives are stronger when firms have little consumer-facing price flexibility, as is the case in online media.”

Indeed, “privacy regulation can shield a large, general incumbent from potential competition because regulation raises the threshold quality and scope for profitable entry by a challenger.... This is more likely for relatively strong incumbents: the stronger the incumbent, the better the marginal entrant must be.” This applies with even more force when privacy regulations rely on opt-in consent, because users are less likely to test the products of new entrants.

Another potential issue is that privacy regulations may lead firms to adopt differentiated business models (or advocate for regulations supporting them) not for their intrinsic value but for their ability to reduce their own costs relative to other firms, and to increase those of their rivals. Apple CEO, Tim Cook, appeared to evidence this dynamic in his reaction to the introduction of the GDPR. Cook publicly came out in favor of this type of regulation, calling for the United States to adopt similar provisions. Unsurprisingly, he forgot to mention that Apple’s business model is far less reliant on personal data than those of its rivals, such as Google and Facebook, because it is not in the business of targeted advertising. Apple thus stands to lose far less from the adoption of privacy regulations than its close rivals.

This last issue would not be much of an issue if all consumers unambiguously preferred Apple’s business proposition to that of its rivals, but this simply is not the case. Take smartphones, for instance. Whereas Apple offers the most high-end smartphones with more privacy protection (less exposure to targeted advertising), Google has differentiated itself by producing an OS that relies on targeted search engine advertising to generate profits (the Android OS). This type of differentiation is potentially valuable for consumers. Privacy-conscious users can pay extra money to obtain the most secure device, while targeted advertising on the Android OS decreases the direct cost of devices for
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more price-sensitive consumers. By arbitrarily preferencing a particular business model via privacy regulation, legislators may ultimately deprive consumers of valuable choices.

An ex ante requirement of a particular privacy model may, in fact, do much to discourage competition. Developing successful online platforms entails significant fixed costs; no magic switch exists to suddenly bring into existence a particular version of a software platform. Development of successful platforms entails hundreds or thousands of hours of engineering time—and mandating a platform that consumers don’t seem to prefer means devoting that time to developing what the market has demonstrated to be an inferior product. Thus, the returns to such development will necessarily be less than the returns to development of the primary, ad-supported product possible under an opt-out default presumption, and, consequently, the ad-supported product will be forced to itself subsidize the legally-mandated paid version of the product.

For large, established platforms this cost can be (more or less) easily absorbed (depending, of course, on the underlying technology of the platform). But for startups such a regulatory obligation would amount to a significant entry barrier. In particular, the ability to gain critical mass for its service would be significantly reduced as its upfront fixed costs will explode, and its users will be spread across multiple services. The net result will be less entry (especially by smaller firms) and less-effective competition:

[A] specialist that fills a smaller niche and offers a smaller quality premium over the equivalent function of the generalist is more likely to earn lower revenue after entry in the case with regulation than in the case without.... Intuitively, absent regulation, entrants offer a targeted product after entry, and if the content of the firm’s product offering has broad enough appeal, this generates enough revenue to allow them to profitably enter. With regulation... [s]maller entrants and entrants that offer a smaller quality premium in their niche are more likely to offer an untargeted product in equilibrium after entry. Since an untargeted product generates less revenue, this means that, all else equal, the marginally profitable entrant must be larger than before to overcome the fixed cost of entry....

These foregone benefits must be accounted for in assessing the full implications of more invasive privacy regimes. Imposing broad, general regulations regarding business models and privacy practices is a surefire way to curtail innovation and reduce overall competition. This inevitably will lead to a handful of large firms that are able to dominate a space as network effects will reinforce their success, and a lack of differentiation along privacy and advertising dimensions will discourage or outright forbid experimentation with novel business models.

IV. Conclusion

Thank you again for the opportunity to comment on these timely and important topics. Privacy is undoubtedly a critical topic for lawmakers to consider, and getting the mix of policies that best protect consumers, safeguard their expectations, and promote the growth of firms in the economy is challenging. Opportunities like these are invaluable for fully exploring this topic.
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Given the complications confronting privacy regulation, and the limits of our knowledge regarding consumer preferences and business conduct in this area, the proper method of regulating privacy is, for now at least, the course that the Federal Trade Commission (FTC) has historically taken, and which has, generally, yielded a stable, evenly administered regime: case-by-case examination of actual privacy harms and a minimalist approach to ex ante, proscriptive or prescriptive regulations, coupled with narrow legislation targeted at unambiguously problematic uses of personal information. For all its imperfections, following this approach will allow authorities to balance flexibility and protection, without stumbling into the unintended and harmful consequences that would surely arise from a more restrictive regulatory approach.